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In general when one writes a relativistic wave equation of the form (- ir·3+ m)lj!(x) = 0, that 
transforms covariantly under some representation A-+ T(A) of SL(2,cr), it is nontrivial to determine whether 
or not the equation is irreducible or to avoid ending up with a reducible equation; especially if T(A) 
contains repeating irreducible representations. In this paper a simple (st) criterion is given by which one 
can determine whether or not an equation is irreducible. It is shown that if r ~ have any invariant subspace 
at all, then that subspace must be a representation space of some combination of SL(2,cr) representations in 
T(A). Knowing this, it is shown that a wave equation is reducible if and only if there exists some 
idempotent projector P such that (1 - P)r 0 P = 0 other than P = 0 or I. A method for constructing all 
possible admissable P's is given. A simple example of the technique is also given. 

I. INTRODUCTION 

Relativistic wave equations of the form: 

(-ir'd +m)1/J(x)=O 

can be reducible or irreducible. The meaning of 
"reducible,,1 in the context of relativistic wave equations 
is precisely formulated in the next section. 

It turns out that reducible equations have particular 
properties that make theories based on such equations 
equivalent to simpler theories, both in the free field and 
interacting cases. 2,3 It is therefore important to know 
when a given equation is reducible, and hence, possibly 
equivalent to a Simpler equation. The structure of re
ducible equations has been studied in Ref. 2. 

When one constructs a wave equation, it is in general 
nontrivial to insure that the equation is irreducible. 
The main concern of this paper is to formulate the 
Simplest possible criterion by which one can determine 
whether a given wave equation is reducible or not. Such 
a criterion is formulated in the next section. 

Finally, in Sec. III, a simple example is considered 
that illustrates the use of the criterion. 

II. CRITERION FOR REDUCIBILITY 

(-ir"d" +m)!/J{x) =0 (1 ) 

is a relativistic wave equation that transforms covari
antly under a representation of SL(2,a:), A-T(A): 

• 
T(A) = EB Q,T,(A). (2) ,=1 

The set of matrices {r ,,} may be regarded as a set of 
linear transformations over a linear space R(N), where 
N is the number of rows (or columns) of r ", 

{r J = {ro, ru r 2 , r 3}· 

Definition 1: {r ,,} is called a reducible set <:=;::> 3 a 
proper subspace R1 C R(N) :3 

rR1CR1cR(N) YrE{r,,}. (3) 

The subspace Rl is called an imJariant subspace of {r,,} 
(IS of {r ,,}). 

Definition 2: Suppose R, with j = 1 , ... ,L is a collec
tion of all the invariant subspaces of {r..}j then 
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L 
Ro= ,lllR, (4) 

is an invariant subspace of {r ,,} called the maximal 
invariant subspace of {r ,,}. 

The space R(N) is a representation space of A - T(A), 
1. e., T(A) act as linear transformations on R(N). 

Definition 3: If R. is an IS of {r ,,} and TR.=R .. then 
R. is called an invariant SL(2, a:) subspace of {r ,,}. 

Lemma 1: RocR(N) in Eq. (4) is an invariant SL(2,a:) 
subspace of {r..}. 

Proof: r"RoCRo Yr". 

Recall that 

T-1r "T =A/r., (5) 

r" TRo C TA/r .Ro. (6) 

Suppose C/>O is any vector in Roj 

r"Tc/>o=TA/r.c/>o, (7) 

now 

A"·r,,c/>o ERo (8) 

since for any value of JJ. = 0, 1, 2, 3 the right-hand Side 
of (7) is a linear combination of r. acting on ifJo, and 
each r.ifJoERo hence (8) follows. Now according to (7) 

r" Tc/>o = Tc/>~, c/>o, rp~ E Ro 

or 

r"TRoCTRo. (9) 

Therefore, TRo is also an invariant subspace of r ", but 
Ro is a maximal invariant subspace of r", hence 

TRo C Ro. (10) 

Recall that Tare nonsingular transformations so 

(11) 

In the following discussion a criterion for determining 
whether or not {r ,,} is a reducible set, will be formu
lated. For later convenience the bases for R(N) will be 
chosen to be completely reducible bases (CRB's). A 
CRB is any basis in which T(A) is block diagonal, and 
each block corresponds to an irreducible representa-
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tion, TiA) of SL(2, CC), in Eq. (2). Recall that altogeth.;. 
er there are M irreducible representations where M 
= 2: J.I a, [Eq. (2)J, there a~e a, copies of the irreducible 
representation T,(A) for each j; so T(A) is M XM in block 
form. Similarly R(N) is a direct sum of M subspaces, 
each being a representation space of some irreducible 
representation of SL(2, CC) in (2), 

R(N)= EB a,R(J)' (12) ,.1 
One can now define SL(2, CC) projectors represented 

by Hermitian matrices in some CRB, that are idempo
tent and act on R(N) such that 

PaR(N)=R lal , 

where RIal is an SL(2,CC) subspace of R(N), i.e., a 
direct sum of some R(j> in (2), 

(13) 

(14a) 

(14b) 

The subscript (a I denotes all the different combinations 
of a, that satisfy (14b). P a can be written in n Xn block 
form, where each block j corresponds to the connection 
of the a J representations T j and is thus an a J x ex j block 
matrix that is idempotent. The P a do not mix vectors 
from spaces corresponding to different representations 
of SL(2,CC) in (2), but can mix vectors corresponding 
to the same representation of which there are a, copies 
for a given T j in (2). In this form it is obvious that 

(15) 

Since Ro is an SL(2, CC) subspace of R(N), there exists 
projectors of the type described above, Po, such that 

(16) 

and every vector ¢o E Ro can be written as Po¢ for some 
vector ¢ E R(N). 

Lemma 2: {r ,,} reducible <=:;> :3 some Po satisfying 
(16) that is idempotent such that 

(17) 

Proof: Po is not required to be Hermitian. Suppose 
{r ,..} is reducible, then by Lemma 1 :3 an SL(2, CC) sub
space Ro of R(N) :3 r ",Ro C; Ro. Choose a particular basis 
for R(N) where ¢ E R(N) is in the form 

(18) 

where every vector of Ro can be written 

(19) 

Now in this basis r ~ still has the property 

r~ RoC; Ro, 

since this property is basis independent. Now clearly 
one may pick a Pt in this basis such that 

pt=fIfol . 

GLJ 
(20) 
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I is a q Xq identity matrix where q =dimRo• Note that 
(20) is an idempotent operator (actually in its Jordan 
canonical form). Apply the matrix (r~pt -Ptr~PtJ to 
an arbitrary vector ¢ E R (N), 

The last step follows because r ~ ¢o = % E Ro and in this 
basis Pt ¢~ = ¢~ for any vector ¢~ E Ro. The only matrix 
that maps every vector ¢ E R(N) into 0 is the zero 
matrix 

(21) 

Since an idempotent projector exists in one basis satis
fying (21) (by construction) such an operator exists in 
all bases; 1. e., for any r" = vr ~ V- I

, the operator 
vPtv-I is such an operator. In particular a Po exists 
in all CRB's satisfying (17). The quality of Po being 
idempotent is preserved by all nonsingular transforma
tions but the hermiticity is not. So in general for any 
CRB, only Po =Po will be required. 

Now assume that some SL(2, CC) invariant operator Po 
exists such that (17) holds. Suppose ¢ is any vector in 
R(N), then Po¢ = ¢o E Ro and by (17), 

Now r" ¢o E R(N) since r" : R(N) - R(N). The right-hand 
side of the above equation, 

so one can see that r,,: ¢o- ¢~, 1>0' ¢~ E Ro. Since every 
vector ¢o E Ro can be written as Po¢ for some cp E R(N) 
one concludes that r" maps every vector CPo E Ro into 
some other vector of Ro, therefore r "Ro C; Ro and {r ,,} 
is a reducible set. • 

Lemma 3: (1 -po)r"po=o <== (l-po)rop o=o. 

Proof: It is obvious that (1 - po)r "Po = 0 
~(I-po)ropo=o. 

On the other hand, suppose (1 -po)ropo=o, then since 
r!==iraNj-iNjra where N j are the generators of the 
boosts in the i direction for the representation A. - T(A), 
one notices that 

Since 

[Pa,N!l=O, 

(I-Pa)rjPa==i[(l-Pa)raPaNj-Nj(l-Po)raPa]=O. 

The conclusion one can draw is that {r ,,} is a reduc
ible set ~ there exists an idempotent SL(2, CC) projec
tor Po such that 

(22) 

po. being an SL(2, CC) projector, is of the following form 
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in the CRB indicated: 

OI"T" 

-11 
Po 

~2 
0 

, . . . 
P"" 0 

[P- "J2 p-Jj f h· 1 o = 0 or eac J = , ... , n. 

If one finds that no such projector exists other than 
lor 0, then one may conclude that {r ,J is an irreducible 
set. 

Relativistic wave equations where {r.J is a reducible 
set are called reducible Wave equations. 

III. AN EXAMPLE 

Consider any two irreducible, interlocking represen
tations of SL(2, (1;) denoted A and B. For illustrating the 
technique consider any wave equation that can be con
structed so as to transform under T(A) =A EB B wB, 
then r 0 is the following: 

A B 

aDl 

cD2 

dD2 

B 

bDl A 

B 

B 

(23) 

where a, b, c, and d are complex numbers, assumed to 
be nonzero (no requirements of unique mass or spin are 
imposed). The most general allowed P is 

A B B 

1 

a 13 

y p 

A 

B 

B 

~2 =lalI3l 
~~' 

(24) 

where 0I,{3, y, and p are complex multiples of the appro
priate dimenSional identity matrices. 

The criterion (1 - P}r 0 P = 0 yields 

(1 - a)c - fd=O, (25a) 
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-yc +(l-p)d=O. (25b) 

If (~ !) is a nontrivial idempotent operator (to 0, I), then 

a +p=l, (26a) 

OIp - {3y==O. (26b) 

The condition (1 -p)rop=o and Eqs. (25) can be re
written, using (26a), as 

pc-{3d==O, ad-yc=O, 

but (26b) assures us that there is always a nontrivial 
solution 

{3= (1 - a)c , 
d 

d 
y==OI-. 

c 

So, whatever be the specific nonzero values of c, d 
(and any values of a, b) there eXists a family of projec
tors (one for each chOice of (1), 

1 0 0 

0 a (1 - a)c/d (3.5) 

0 OI(d/ c) (1 - 01) 

such that ji2 =P and P* 0 or I, and (1 -P)f'oP=O. In 
case c = 0, choose 01 === 0; Similarly if d = 0, choose 01 =:: 1 
(c and d cannot both be zero). Therefore, any equation 
transforming under A ff! B EB B must be a redUCible equa
tion. The structure of such equations, and general 
theorems regarding the condition on T(A) when one is 
forced into redUCible equations are discussed 
elsewhere. 3,4 

An example of the use of these results to prove a 
given equation to be irreducible can be found in the 
references. 5 
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We consider a gas in which the density and temperature fields are spatially and timewise nonuniform. We 
then show that on the basis of the entropy principle the stress tensor is nonsymmetric. This nonsymmetry 
of the stress tensor is shown to be the driving force behind the creation of microrotational fields and 
dynamic spatial polarizations in the gas. It is also shown that the nonsymmetric part of the stress tensor 
arises out of the interaction of gradient fields of temperature and density. 

1. INTRODUCTION 

The modern theories of fluids with microstructure 
have not allocated any space for gases in which the state 
of the stress is antisymmetric. The antisymmetric part 
of the stress tensor in such theories 1

•
2 strongly depends 

on the higher gradients of the deformation rate tensor 
D jj and spin rate tensor uJjJ, where 

Djj"i(Vj.j+Vj,j), 

w lj "i(vl,j - Vj .j) +njj 

(1.1) 

(1.2) 

where Vj is the velocity vector and a comma denotes 
partial differentiation with respect to a rectangular Car
tesian coordinate system X j , Le., Vj ,j" avj/ax} , and 
njj is some intrinsic microrotation tensor. 

The purpose of the present work is to show that for 
gases with spatially and timewise nonuniform density 
and temperature fields the stress tensor is asymmetric 
while the couple stress tensor is zero. The asymmetry 
in the stress tensor is due to asymmetric interaction 
of gradient fields of density P and temperature e in the 
form of (p,je,k-p,ke,j)' 

First we write down the governing equations of motion 
and energy for a gas in the presence of asymmetric 
fields and then we employ a generalized entropy prin
ciple to arrive at the pertinent constitutive equations. 
We also make use of Truesdell's equipresence prin
ciple and let all constitutive variables appear in all con
stitutive functional representations. 

By employing a method of Lagrange multipliers we 
arrive at the expressions for the stress and the couple 
stress. Finally we relate the asymmetric part of the 
stress tensor to the field of microrotations. 

2. GOVERNING EQUATIONS OF ASYMMETRIC GAS 
DYNAMICS 

Generally from a mathematical point of View, a micro
continuum is the one possessing internal degrees of 
microfreedom or internal fields3 B(xj , t), such that B 
could be of any tensorial character. Among all micro
fluids the simplest emerges as the one we are going to 
consider. Namely, we consider gases with only one in
ternal polar field uJj(xJt I). Further, Wi characterizes 
a field of rigid rotations throughout the body V(t) en
closed by a regular surface S(t). The existence of 
wj(xh t) could imply the rigid microinclusions in the 
body which creates poles by rotation while moving with 
the gas. Therefore, in the above sense the gas is polar. 
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We note that the presence of the Wj field also corre
sponds to the presence of a rigidly rotating and moving 
frame comparable to the rigid triad of E. and F. Cos
serat. 4 Shahinpoor and Ahmadi5 have presented a simple 
approach in deriving the governing equations of motion 
and energy for such a polar medium and from them we 
find that, in the absence of body force, body couple, and 
any heat source, they reduce to 

P+PVk,k"O, 

pU j - Tki,k"O, 

pJWi - JJ.kj. k - Ejk\Tk\" 0, 

pE+qk. k - Tij Vj ,j - JJ.jJ uJj,i" 0, 

(2.1) 

(2.2) 

(2.3) 

(2.4) 

where p(Xj , t) is the mass density, a dot denotes total 
differentiation in time, Vj is the material velocity vec
tor, uJ j is the local angular spin vector, J is the local 
constant micro-inertia, Tkj , JJ.kj are the stress and the 
couple stress tensors, respectively, defined as forces 
and moments per unit surface area, E is the internal 
energy per unit mass, and qk is the heat flux vector. 

We, furthermore, employ a generalized entropy prin
ciple proposed by Muller. 6 ,7 It states that in every body 
there exists an additive scalar quantity, which is called 
entropy, which has a positive-definite production, so 
that if there is no supply of energy8 in the body then 

P~+q,k.k~O, (2.5) 

where T/ is the specific entropy and q,k is its flux. 

Our objective is to find thermodynamic fields in the 
gas by determining eight unknowns {p, Vj ,wi' e} where 
the last unknown is the absolute temperature. Clearly 
the set (2.1)-(2.5) is not deterministic for the fields of 
unknowns and further relations are needed. These re
lations are the constitutive equations. Since we are 
particularly concerned with the effects of the spatial 
and timewise variations in density and temperature we 
consider the following set of independent variables: 

(2.6) 

Employing Truesdell's equipresence principle9 we con
sider the following constitutive relations: 

TO "Tjj(p,P,P.k' e, e, e,k)' 

JJ.jj "iljj(p, p, P ,k' e, e, e .k), 

qj "qj(p, p,p ,k' 8, e, e,k)' 

E"E(p,p,P,k' 8, e, e,k)' 
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T1=fj(P,P,P,k' 8, e, 8,k), 

4>1 =~I(P,P,P,k' 8, e, 8,k)' 

(2.11) 

(2.12) 

Here Tli and iJ.ji are generally nonsymmetric tensors. 
We further note that through the constitutive dependence 
on both p and p the constitutive functions (2.7)-(2.12) 
also depend on the gradients of dilatation vk , k • 

The constitutive functions have been assumed to be 
objective under Galilean transformations, which implies 
that they are isotropic with respect to the orthogonal 
group of transformations as is discussed by Noll.1o 

This also implies that for any material there exists an 
isotropy group in the form of a group of orthogonal 
transformations which allows all admissible processes 
to remain admissible after a change of frame. Repre
sentation theorems are well known for (2.7)-(2.12) and, 
for example, 

qj '" - K(p, p, 8, e, 1 1'1 z' 13 )8, I 

+D(p,p, 8, e, 11> 12 , 13 )p ,i, 

4>1 "'</>(p,p, 8, 8,11>lz,1 3)8,1 

where 

(2.13) 

(2.14) 

(2.15) 

We call every set of solutions of (2.1)-(2.12) eXisting in 
the close neighborhood N(xi , t), a thermodynamic set 
and every solution in N(xi , t) a thermodynamic process 
for the nonsimple gaseous medium under consideration. 
Not allowing any shock wave dissipation of energy as
sures us that the functions in (2.7)-(2.12) are analytic. 

Once (2.7)-(2.12) are defined over the space of all 
admissible functions p, VI' WI, and 8, then the system 
of equations (2.1)-(2.5) gives rise to acceptable solu
tions for which the inequality (2.5) must hold for all p, 
Vi' WI' and 8. In effect, (2.5) puts additional restric
tions on all constitutive relations (2.7)-(2.12). To eval
uate such restrictions we choose to employ the method 
of Lagrange multipliers proposed by Liu, II according 
to which inequality (2.5) is equivalent to 

pi! + 4>k.k -AP(p +PVk,k) _AVj (pvl - Tkl,k) 

-A WI(pJwl -Ilkl,k - Elkl Tkl ) 

-A E(pE+qk,k- Tlj VJ,I-IJ.ljWj,I);;;' 0, (2.16) 

holding for all admissible arbitrary values of p, p, P,i' 

~, e, e,j, v;, WI, VI, Wi' Vi' Wi' P, P,k' if, d,k' P,kl' 
e,k' Ii,kl' Vk,l> andwk,l" Theset{AP,AVi,AWj,AE} com
prises a set of Lagrange multipliers over the eight-di
mensional space of (p, VI , w j , e) and are in general func
tions of the above mentioned variables, 

Since the laws governing the thermodynamical be
havior of the gas, namely Eqs. (2.7)-(2.12), do not de
pend on 

{
aZp ~ a

2
e & 5~} ""iit3' at ' at Z , at ,P,kI, 8.kh Vk,1> at ,Wk,l' at ' 

(2,17) 

therefore arbitrary variations of such quantities should 
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not alter the nature of inequality (2.5). Thus the coef
ficients of all such fields in (2.16) must be set equal to 
zero. This procedure yields: 

a~ _AE a€ =0 
ap ap' 

( 
afj _AE a~ )+(a~k _AE~) 

P ap ,k ap ,k ap ap 

+Avi aTkl +A Wj ail/li =0 
ap ap' 

afj E a€ 
-.--A --r =0, 
ae ae 

( afj _ E a~ )+(~_AE~) 
p a 8 ,k A a 8 ,k a Ii a Ii 

+Avi aT~j +A Wj ailk, _ o a8 ae - , 

(2.18) 

(2.19) 

(2.20) 

(2.21) 

a~(k +AVj aT(ki +AWj aMeki _AE~ =0, (2,22) 
ap ,il ap ,n ap ,J) ap ,J) 

a$(k +AVj aT(ki +Awl ail'kl -A< aq(k =0 (2.23) 
a8,n a8,J) . ae,1) ae,n' 

(~-A<~) +(~-A<~)e - AViV ap ap P,i ae ae ,J P k 

-POkiAP+AETki=O, (2.24) 

AVI =0, 

A <ilk! = 0, 

JA Wj =0. 

The inequality (2.16) now shrinks to 

( a~ aE). (a$ aT ail P - -A E - 8 + ::...=..JI. +Avi ~+A WI .::.t::ll. 
ae ae ap ap ap 

(2.25) 

(2.26) 

(2.27) 

_AE~)p +(~+AVj aTk, +Awl ailk'_A<~\e 
ap ,k a 8 a Ii a 8 a 8 ) ,k 

+[p(:~ _AE ::)-AP] p+AWI Elkl Tkl;;;,O. (2.28) 

We note from (2.25) that AVI =0. However, from (2.27) 
we conclude that A Wj '= 0 only if the microinertia J is dif
ferent from zero. From (2.24) it is clear that the stress 
can be nonsymmetric. We assume J> 0 and thus A WI =0. 
Thus, inequality (2.28) reduces to 

( a~ < aE). (~ < aq ) 
p a Ii - A ae e + a e - A tt e ,I 

(~ E ~) [(afj E aE) pJ' + -A P + P - -A - -A p;;;, 0. ap ap,k ap ap 

(2.29) 

Furthermore, the conditions (2.18)-(2.29) must hold for 
arbitrary values of p, 8, P, P ,I, e, e ,I, VI' and WI, • We 
then conclude that A P and A E are scalar isotropic func
tions of the variables p, p, p ,I, 8, Ii, 8,1 and in particular 

E E ( .' ) A =A p,p, 8, 8,11>l Z,13 • (2.30) 

We explore the case when il/l. = 0 and thus A < *- 0. 

With representations (2.13) and (2.14) Eqs. (2.22) and 
(2.23) lead to 
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(2.31) 

and the conclusion that A E is independent of 110 12 , and 
13 provided that K"* 0. This being true, we can write 

A £ =A £(p, p, e, e). (2.32) 

3. GENERAL STRUCTURE OF THE STRESS AND THE 
COUPLE STRESS TENSORS 

From (2.26) if A E"* 0, then fLu = 0. Now from (2.31) 
and (2.24) it is found that 

+ e e·- - e (D) Q2 ,k ,J Q2 K P.k ,J, (3.1) 

where 

Q a (E) a ( E 
1 = K ap InA , Q2 = K a 8 InA ). (3.2) 

By means of the trace of (2.1) we can eliminate AP and 
rewrite (3.1) in the form 

(TkJ - %TIl 0kj) = Q1 e.kP.J - Q1 (; )(P .kP ,j 

- tp ,I P.I 0kJ) + Q2(e.k e ,J - te.1 e ,I 0kJ) 

- Q2 (;)p ,k e ,j - t[ Q1 - Q2(;)] P ,I e.1 0kJ' 

(3.3) 

This is the deviatoric part of the stress tensor. As can 
be seen the stress tensor is generally in this case non
symmetric. The antisymmetric part of the stress ten
sor can be found from either (3.1) or (3.3) to be 

T[kJ] = t[ Q1 + Q2(;)] (p.J e.k - P ,k e .J)' 

Note from (2.3) that 

(3.4) 

(3.5) 

It must be mentioned here that if T[kj] is assumed to be 
equal to zero, then it can be easily shown that on the 
foundation of the validity of Fourier's law of conduction 
with e interpreted as a temperature field the following 
representations are valid: 

860 

E=E(p, e, 8,1 1 ), 

ql = - K(p, e, 0, 1 1 )e ,I, 

T"J=-P(p,P,e,e,l u I 2 ,13 )OkJ 

+Q2(P, e' iJ,1 1 )e,,,e,j, 
1j =1j(p, e, 0,1 1 ), 

<Pi = -A '(e, e )K(p, e, e, 1 1 )e.l , 

~=AE a~ 
ae ae' 

a1j E aE K aA
E 

E(aE ~) 
all =A aT; + 2p ae =A all + 2p , 

~=_ aQa/ao 
K 2pa E/aI 1 + Q2 ' 

J. Math. Phys., Vol. 18, No.5, May 1977 

(3.6) 

(3.7) 

(3.8) 

(3.9) 

(3.10) 

(3.11) 

(3.12) 

(3.13) 

~ (ln~) = - (2P ~ - ~), / K ae ae all aeY' (3.14) 

and the residual inequality 

p[a1j _AE(aE _1.\lp+p(a1j _AE aE)e 
ap 8p p2 JJ a e 8 e 

aA E 

-K--e1el",0 8e ,. , (3.15) 

holds. 

In this particular case A '(e, 0) is the "coldness" as 
suggested by Muller.6 This universal function will equal 
the inverse absolute temperature at equilibrium, i.e., 
when equality holds for (3.15). 

4. GOVERNING THERMODYNAMIC EQUATIONS FOR 
AN IDEAL ASYMMETRIC GAS 

Let us define an ideal asymmetric gas by assuming 
the following relations to be true: 

E=Q!l e+Q!O' Q!lOQ!O=constants>O, 

qi = - Ke,l +Dp,l' K, D=constants, K> 0, 

- tTu =Q!afje, 

A E =Q! e-1 eOl.iJ/ K Q ° Q t 3 '1 =, 2 = Q! 4 = cons , 

Q!3 = const. 

The stress tensor now reduces to 

T"j = - Q!2peo kJ + Q!4(e.k e.J - te,l e.; 0kj) 

- a4(;)p ,k e.J +ta4(;)P.I e. 1 0kJ, 

(4.1) 

(4.2) 

(4.3) 

(4.4) 

(4.5) 

and the complete set of governing thermodynamic equa
tions for an ideal asymmetric gas reduce to 

P+PVk,k=O, (4.6) 

+ 4a4(;r ,ike,l + 4a4(;)p ,I e,lk]OkJ 

+ a4(e ,kk e ,j + e ,k e ,Jk) - a(;) (p ,kk e.J +p ,k e ,J")' (4.7) 

pJw; = tEi"j a 4(;)r P ,j e,,, - P ,k e ,j], (4.8) 

pa1iJ=+Ke,kk-DP,kk+Vi.k{[ -a2pe-ta4e,i e. i 

- ta4(;)p ,i e ,j] Okj + Q!4 e ,k e ,J - a4(;)p ,k e 'J}' 

Thus we have a set of eight nonlinear coupled partial 
differential equations in the eight unknowns p, Vi' W j , 

and e for the governing thermodynamic equations of an 
ideal asymmetric gas. 

5. CONCLUDING REMARKS 

As can be clearly seen from the general expressions 
(3.1), (3.3), (3.4) or the special expression (4.5) for the 
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stress tensor in asymmetric gases the asymmetry in 
the stress tensor arises because of the presence of an 
asymmetric differential operator (p ,J () ,k - P ,k () ,J) in the 
expression for the stress tensor, This is what we 
meant in the Introduction by "the asymmetric interac
tion of gradient fields of density and temperature," 

For the case of an ideal asymmetric gas the assump
tions (4.1) and (4.3) are clearly motivated by the clas
sical assumptions for the thermodynamic behavior of 
an ideal gas with (- t T Ii) interpreted as the hydrostatic 
pressure p. The assumption (4,2) is the Simplest ex
tension to the classical Fourier's law of heat conduction 
in order to have nonsymmetric stress tensor fields. 
Clearly D being zero would reduce the stress tensor to 
a symmetric tensor unless Q1 *" O. The assumption (4.4) 
is motivated by the fact that if both Q1 and Q2 are zero, 
then A € would reduce to an inverse temperature scale 
which is typical for ideal gases. 
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It is proved that the C·-algebra of observables of an infinite classical system is isomorphic to the group 
algebra on the test function space D. The physical dynamical system consisting of infinitely many 
noninteracting particles is studied. A particular class of states, called the quasifree states, is exhibited and 
their properties are studied. Some results on the spectral properties of monoparticle evolutions are obtained. 
Finally we give explicitly a solution of the classical KMS condition for these evolutions. 

1. INTRODUCTION 

Since the work of Haag and Kastlerl much progress 
has been made in the mathematically rigorous descrip
tion of quantum systems with infinitely many degrees 
of freedom. In particular, statistical mechanics bene
fitted from their approach. In this context of special 
importance, for physics as well as mathematics, was 
the work of Haag, Hugenholtz, and Winnink2 where they 
studied the properties of infinite systems satisfying the 
KMS condition. 

On the other hand, for classical infinite systems much 
less has been done in this direction. We mention the 
results of the algebraic approach on thermodynamic 
functions to be found in Ruelle's book. 3 A new impetus 
has been given to the study of classical systems by the 
recent work on the classical KMS condition. 4

- 6 Motivated 
by these works, and by the fact that to our knowledge 
the only Hamiltonian evolution known for an infinite 
system is that of infinitely many free particles,7 we 
describe explicitly the class of states which naturally 
should describe noninteracting infinitely many particles. 
We call these states, in analogy with quantum mechan
ics,8 quasifree states. To that end we construct in Sec. 
2, in a "canonical way" the algebra, generated by the 
exponential of unbounded observables on the configura
tion space, in analogy with the Weyl algebra. We prove 
that it is isomorphic to the group algebra on the set of 
test functions D. This enables us to work with the latter 
algebra making unnecessary the use of the classical 
phase space, which is rather difficult to handle. 

On this algebra the set of quasifree states is defined 
and its properties are studied; in particular we give 
its GNS representation on Fock space. 

In Sec. 4 the quasifree dynamics is introduced through 
monoparticle evolutions, and some results on the spec
trum are obtained. 

We prove that the spectrum of the Liouvillian for the 
infinite free system is absolutely continuous except for 
the point zero (Theorem 4.2). 

Finally in Sec. 5 we study the quasifree states satisfy
ing the KMS conditions and reduce the problem of the 
infinite system to the one-particle case. We prove that 
for quasifree evolutions given by a Hamiltonian there 
always exists a solution of the KMS equation which is 
quasifree. We do not go into the uniqueness of these 
solutions. 
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2. THE ALGEBRA OF OBSERVABLES AS A 
GROUP ALGEBRA 

By analogy with the Weyl algebra in quantum mechan
ics, we construct a new algebra of observables for the 
classical infinite systems, which has the advantage of 
being generated by the exponential function of test func
tions. Our algebra is contained in the one of Ruelle. 3 

Let K be the set of infinite countable subsets x of Rd 
x Rd dEN such that for every bounded subset V of Rd

, 

x n VX Rd contains only a finite number of elements. 
K is called the set of configurations. LetD be the set of 
real C~ functions of bounded support on R4XRd. For each 
element fED define the function Sf from K to R by 

(Sf) (x) =LJ(X j ), x E K. 
j 

Denote by W(f) the bounded fundion on K defined by 

W(f) =expiSf 

and letA be the complex Abelian C*-algebra generated 
by the set {W(f) If ED} with respect to the usual pointwise 
multiplication of functions, involution the complex 
conjugation, and norm the supremum norm over K. We 
callA the set of observables of the infinite classical 
system. 

Now we define a particular class of states on the alge
bra A, through its family of density distributions 
(/J.').):=o for each bounded open set A of Rd. Let (j be any 
nonnegative Lebesgue measurable function on RdxRd 

such that 

w(A) '" J /\.xRd (j (x) dx 

is finite, then let the family of density distributions be 
given by 

n exp[- w(A)] n 
d/J./\.(xl1 ••• ,xn)= I [JO'(xj)dx j n, 1=1 

for all n~ 1 and /J.~=exp[-w(A)]. 

It is clear that (/J. 'j.) satisfies: 

(a) the normalization condition. 

1 =tJ d)n d/J.~(Xl'··· ,xn ), 
n=O (AxR 

(b) the compatibility condition, i. e., for each A'::J A 

d/J.'j. (xu' •• , xn) 

=~ (n+p)! 
p"o nip! 
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Given any family of density distributions (j,L';j, they 
determine a state w onA by 

w (X) =t J dJ.J.'l(x2 , ••• , xn)X(X1> ••• , xn) 
"=0 

for X EA with "support" in A. Any state determined by a 
family of density distributions of the above type will be 
called a product state. 

It is easily checked that if w is a product state deter
mined by the function (J then for aU f EO 

w(expiSf) =exp(j~d'Rd(J(x)lexp(if(x» -1]dx). (1) 

Now we define the group algebra of 0 . Let t:.(D) be the 
set of complex valued functions on 0 which vanish except 
on a finite number of elements of 0 ; t:.I.O) equipped with 
the following addition, multiplication, involution, and 
norm: 

(a + b )(f) = a(f) + b(f), 

(aa)(f) = aa(f), 

(a' b)(f)=~ a(g)b(f-g), 
fED 

a*(f)=a(-J}, 

lIa III = ), /a(f) I, 
,~ 

for aU a, bEt:. (D), a E C, f,gEO, is a normed involu
tive algebra, Denote by 6, the element of t:.(D) given by 

6,(g)=0 if f*g, 

6,(g) == 1 if f=g. 

Note that 6,6,=6,., for allf,gEO, 60 is the unit element 
of the algebra t:.(D), 61 =6_, and that the set {6, If ED} is 
a basis for t:.(D), 

Denote by t:.(D)1 the closure of t:.(D) with respect to 
the norm II' Ill' For each element a E t:.(D) the map from 
t:.(D) into R, 

11'11: a -II a II = sup Il1rll(a)ll, , 

where the sup means the supremum over all nondegener. 
ate representations 1f of t:.(D); II' II is a C* norm, 

Consider now t:.(D), the completion of t:.(D) with 
respect to this norm; it is a C*-algebra, called the C*
group algebra of 0 . 

In the following theorem we prove that c*-algebras 
A and m-) are isomorphiC. This result Simplifies the 
study of classical dynamical systems when the configur
ation space is not involved, in particular the study of 
states on the algebra. 

Theorem 2.1: The C"'.algebra of classical observables 
/l is isomorphic to the group algebra t:.(D) off). 

Proof: Let ep be the linear map of t:.(D) into A given by 

ep(6,) =expiSf. 

It is clear that ep is a * -homomorphism of t:.(D) into 
A. Now we prove that ep is injective. Let f1> ••• ,f" be 
different elements off), alJ "', an be complex numbers 
and suppose that 
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Then 
n 
6a J expiSfJ = 0 
jol 

and for any k 

a_ + ~aJexp[iS(fj - f_)]=O. 
I#k 

(*) 

Consider the product states w~ determined by the func
tion (JA (q,p)=>cexp(_p2) with >c a positive number, Then 
applying the state U? on (*), and using (1), one gets 

a" + ,Majexp{ - AU j e-
p2 

dqdp I exp[i(fJ - fit)] _11 2 

- iImje-p2 dqdp (expli(fj -fit)] -1)l} • 

Since the functions fl are continuous J exp(- p2) dq dp 
1 expli(fl - fk)] _112 *0 for j * k, hence by letting A tend 
to infinity one gets ak = O. As this is true for all k, we 
proved that ep is injective. 

Since ep is a *-homomorphism of a dense subalgebra 
t:.(j) onto a dense subalgebra ep(t:.(j)), we have that for 
any aE t:.V), 

a*a.;; IlaW and ep(a*a)';; lIall2
• 

Therefore, 

Ilep(a)1I2 = lIep(a)* ep(a)11 = lIep(a*a)ll.;; lIaW. 

Since ep is a *-isomorphism, the inverse ep-l also 
satisfies 

hence 

lIall = lIep(a)/! 

and the theorem follows by continuity. 

Q,E.D, 

3. QUASIFREE STATES 

Denote by D t~e set of functions given by l5 = if + ig I 
f,gEO}. i.e., 0 is the complex algebra generated by 
the algebraO. 

Zheorem 3.1: Let Wo be any positive linear functional 
on D, and let w be the Linear functional on t:.{j) defined 
by 

w(6,)=exp[wo(exp(if)-I»), fF j). 

Then 

(i) w extends to a state (i. e. , positive normalized 
linear form) on X\ZJ'1 

(ii) for all f and ginO with diSjoint supports 

w(6,6 r) =w (6,) w(6 r)' 

PrOOf: (i) Let clI ••• , CN be arbiitrary complex num
bers, and gu ... ,gN be arbitrary in 0 , 

N 

,0 c"cmw(Ii,_,) n, m=1 n .m. 

N 

= "~=l c"cm exp[wo(exp[i(g" - gm)] - 1)] • 

(a) 
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But, using 

[exp(ign) - 1] lexp(- igm) - 1] - (1 - expign) -ll - exp(- igm)J 

=exp[i(gn - gm)]-1. 

(0') becomes 

where iJ.n == cn exp[wo(exp(ign) -1)] and (.,.) in the ses
quilinear form on J) given by 

(1/1, CP) ==wo(ipcp) Iji, cp r= 15 
and ljin = exp(ign) - 1. 

«(3) 

It is well known from the theory of positive definite 
type functions that the expression (/3) is positive. This 
proves the positivity of the linear functional w. Further
more, as w(6 o) == 1 and the algebra is Abelian, w is a 
continuous positive normalized linear form on c..(j). 
Therefore, w extends to a state on ~o 

(ii) If f and g have disjoint supports then [exp(ig) - 1J 
[exp(if) -1] == 0 and therefore exp[i(t+ g)] - 1 == [exp(if) 
-1] + [exp(ig) - 1] and (ii) follows. 

Q.E.D. 

This theorem shows that any positve linear functional 
Wo on the one-particle space D gives rise to a state w of 
the infinite system. All states of this form will be 
called quasifree states 

Furthermore, any state w on ~ such that the map 
A E R - w (6 A/.&) is continuous for aU f and g in D, will be 
called a regular state. 

Let w be a regular state and (1T ,H ,0) be its GNS 
representation, then it is easily checked that for all 
fE D, {1T(6A/) I A E R} is a strongly continuous one-param
eter group of unitaries onH. Hence by stone's theorem 
there exists a self-adjoint operator B(f) onH such that 

1T(6,) =exp[iB(f)] 

and B( 0 ) is linear on j); B(·) is called the classical field 
operator 

Moreover, any state w on c..(j) such that the map 
A E R -w (6A/.g) is infinitely differentiable for all f and g 
in D will be called a Coo state. 

A Coo state is always a regular state, moreover it 
shares the property that for all flO' •• ,fn and g in D : 

liJl)··· b(fn)O belongs to the domain of B(g). For each 
Coo state we can define the truncated functions w T by the 
following recurrence relation: For each set gu ••. ,gn 
in f), 

(0, B(gl) ••• B(gn)O) =IMT(gl ... ) 0" w T( oo·gl)' (2) 

where the summation is over all possible partitions 
(iH .'.), ... ,( 000, in) of the set {I, ... ,n}, within each 
cluster the original order being preserved. 

Theorem 3.2: Let w be a quasifree Coo state, deter
mined by the functional Wo on lJ, then for each set 
glO'" ,gn in D one has WT(glooogn)==Wo(gl 000 gn)o 

Proof: For quasifree states the differentiability of 
A - w (/IA/og) ie equivalent with the differentiability of 
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A-wo(exp[i(Aj+g)]-l), and for n=l, the relation 
between WT and Wo follows by differentiating A - w(6).g) 
at A == O. From the definition of w T lsee Eq. (2)], 

I 

where 2) stands for the summation :0 without the 
trivial partition (1, ... ,n). As now 

by induction on n, the theorem follows. 

Q.E.D. 

Now we turn to the study of representations of the alge
bra of observables induced by quasifree states. Let w 
be the quasifree state determined by the positive linear 
form Wo on lJ, let,LV be the kernel of the quadratic !orm 
(1/1, CP) = wiijjcp) on D and let H be the completion of DIN 
with respect to the inner product induced by WOo Denote 
by J (j-I) the symmetrized Fock space on H, i. e. , 

where 

Hln)=2> H. 
n ti mea 

Consider the total set of coherent vectors {O(h)lhEH} 
where O(h) is the vector with nth component, 

O(h)ln) = ~exp [_ ("~W)}2>h0ooo2>h. 

We note that O(h) can be written in the form 

O(h) = exp[iR(h)] 0(0), 

where R( 0 ) is the canonical field operator for bosons 
on the Fock space J (j-I). 9 

Define the map 1T of A.IlJf into the linear operators on 
J(j-I) by: 

1T(6
K

)0(h) = exp{ilm[(I/I.g, h) + wo(1/I g)]} 0 O(I/I,(h + 1) + h), 

(3) 

where 1/1, = exp(ig) - 1. 

It is easily checked that 

(i) (0(0), 1T(6,)0(0»= w(6,). 

(ii) (O(h), 1T(6g )0(f»=(1T(6.,)0(h), O(f) for allf, hEH 
andgED. 

Hence 1T is a * representation of AWl into the bounded 
operators on J (j-I) 

(iii) Now we prove that 0(0) is cyclic for the represen
tation 1T. 

Let Fo be the dense set of J(j-I) consisting of the vec
tors 1/1== W I/Iln) such that I/Iln) == 0 except for a finite num
ber of components. 

Then for all I/IE Fo and gEf) 
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lim exp[iR~l/\,)} - 1 1/1 = R(ig) 1/1 , 
~~o fA 

. exp[iR(l/I>.,)} -1 - iAR(ig) ,/,_ ~R( ...2),/, 
11m .,2 .,,- 2 It; .". 
~~o f" 

Therefore, the vectors R(ig)1/I and R(g2)1/1 are in the 
closure of the linear hull, X, generated by vectors of 
the type 

n exp[iR(I/I,,)]O(O), 
'01 

(4) 

(5) 

whet,e g, are elements of D. Now, an arbitrary element 
j of D, can be written as 

j= (g1)2 - (g2)2 + igs , 

where gu g2' and gs are in D. Hence, since 

R(jJI/I = R(g~)1/1 + R(ig3 )1/1, 

the vector Rlj)1/I is in X. As 0(0) is cyclic for the field 
{R(jJljED} the cyclicity of 0(0) for the representation 
1T follows. 

Results (i), (ii), and (iii) are now formulated in the 
following theorem. 

Theorem 3.3: Let W be a quasifree state on ~(2)L 
determined by the positive linear functional Wo on D. 
Let H be the completion of n IN with respect to the 
scalar product lj,g) = wolJg), N being the kernel of wo, 
and J(H) the symmetric Fock space on H. 

Then 1T, given by (3) is the GNS representation of the 
state w on J (H), with the Fock vacuum as cyclic vector. 

We note that if Wo is continuous with respect to the 
supremum norm on lJ, we can give a simpler form of the 
the representation. 

Let!J be the involutive algebra lJ + C and let Wo be 
the extension of Wo given by 

wo(x + A) = wo(x) + A Ilwoli 

f.pr all x E lJ and A E C. Denote by i1 the completion of 
1) IN with respect to the scalar product lj, g) = woW), 
IJ being the kernel of WOo It can be checked that the 
Hilbert space !1 contains the constant functions. This 
allows us to diagonalize the representation 1T. 

Let 

V: J(H) -J(lI) 

be the unitary operator given by 

VO(h) = O(h - 1) exp[iIm(1 , h)] 

for all h ED define 1f(0,) by 

iT(o,) = V*1T(o/)V, 

Then 

iT( 0,) O(h) = O«expij}k). 

The cyclic vector for the representation iT is now V* 0(0) 
= 0(1). 

4. MONOPARTICLE EVOLUTIONS 

Now we introduce the dynamics of a particular kind, 
namely the monoparticle evolutions. Let (Tt)t be a one-
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parameter group of automorphisms on [): this induces 
a one-parameter group of automorphisms (at), on t;(JJ) 
by 

at(of)=OT/' JED. 
Any time evolution at 9f this kind is called a quasifree 
evolution; T t is called the monoparticle evolution. 

In the following we will only be interested in time in
variant quasifree states, 1. e., states w determined by 
functionals wo' invariant under T, extended by linearity 
to lJ. In this case T t extends to a one -parameter group 
of unitaries on H which is also denoted by T t • 

As the state w is invariant there exists a group of 
unitaries (V,)t on the representation space J(H) such 
that 

1T(a tX) = V t1T(X)V _" X E tJ.lJT, 
V,O(O)=O(O), 

for all t E R; it can be checked that V, is given on the 
coherent vectors by 

VtO(hl=O(Tthl, hEH. 

Furthermore, it can also be checked that, if t - T t is 
strongly continous, than t - V, is strongly continuous, 
and therefore by Stone's theorem there exists a self
adjoint operator L, called the Liouville operator, on 
J (H) such that V, = expitL. In the following we assume 
that t-Tt is strongly continuous. 

Let us introduce the time reversal operator 0 on H 
by, 

(OJ)(q, p)=j(q, -p). 

The evolution Tt will be called "time reversal invariant" 
if OT, = T_tl). This is the case when T t is given by a 
Hamiltonian of the form H=p2/2 + V(q). 

Theorem 4.1: (i) If the spectrum of T t is continuous, 
then 1 is the only discrete point in the spectrum of VI' 
moreover it is a simple eigenvalue. 

(ii) If T, is time reversal invariant and 0(0) is the only 
invariant vector of V t , then the spectrum of V, is con
tinuous, except for the point one. 

Prooj: (i) Suppose first that the spectrum of T t is 
continuous. Then 

where 

;})j(i) = ~i~ 2~ [,1U) dt, 

but 

1M (O(h), VjO(g» - (O(h), 0(0»(0(0), O(h» I 
=exp(- j(/lhW + I/gW) IM{ exp[ - (h, T,g)] - 1}j) 

~ exp( - j(llhl12 + I Igil 2}11 I exp[ - h, Trg)] - 11) 

~ exp( - Mllhll2 + IigI12)M{1 (h, Trg) expl (h, T~) I}) 
~ exp( - t(llhll -llgln2;}) I (h, Trg) I) = o. 

Hence 

;})(O(h), VjO(g» = (O(k), 0(0»(0(0), O(g». 
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Since 

{O(h) I h EN} 

is a total set in J (j-(), this proves that 0(0) is the only 
invariant vector of V,. 

Analogously, for all vectors </J E J (j-() such that 
(</J,O(O»=O, 1111 (</J, Urcp)1 =0 for arbitrary CPEJ(j-(). 
Hence 1 is the only eigenvector of V,. 

(ii) Suppose now 0(0) is the only invariant vector and 
suppose that the spectrum of T, is not continuous so that 
there exists an eigenvalue A and eigenvector f. For 
hE f/, let 

R*(h) = t[R(h) 'F iR(ih)] 

be the usual creating and annihilation operators on J (j-() 
and let 

cp=RV)R+(Bj) 0(0). 

Then 

V,cp=R+(T /)R+(T,Bf) 0(0)= I A1 2 cp= cpo 

Since cp '" 0(0), 0(0) is not the only invariant vector of 
U,. 

Q.E.D. 

In the rest of this section we specialize the free 
evolution and the state w induced by wo, where Wo is 
given by 

woV)=pj f(q,p)djJ.(q,p), (6) 

where dJ.L(q,p)=exp(- (3p2/2) dq dp; p and {3 are positive 
real numbers corresponding to the denSity and inverse 
temperature respectively; the state w is a KMS state for 
the free evolution (see Sec. 5). As the measure jJ. is 
absolutely continuous with respect to Lebesque measure 
dqdp we can just as well work with Lebesque measure, 
so that H =L 2(Rd XRd). The infinitesimal generator L 
of T, on H is well known to be self-adjoint9 and given 
formally by 

L . a = -tpaq . 
As the representation V, is given by 

VtO(h)==O(T,h), hEH 

it is we 11 known that 

U t = exp[it dr(L 11, 
where dr(L) on DL n H(n), with 

DL =={</J E Fol </J(n) Ek~lC~(R2d) for all n} 

is given by 

L '8>1 '8> .. ·'8>1 + .. ·l'8>,.·'8>L. 

Consider the unitary map V of H onto H, 
_ (1)dI2( 

(Vf)(k,p)=f(k,p)= 21T ) eiOkf(q,p)dq. 

(7) 

Then VL V- l is the multiplication operator by - pk. One 
checks that the time evolution is given by 

(U ,</J)(n)(kJ;u ••• ,krPn) 

== exp[i(k1 • Pl + ... + kn' Pn)t] </Jln)(kJ;u ••• ,krPn)' 
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1. e. , on the orthogonal complement of 0(0), U, is a 
multiplication operator, its infinitesimal generator is 
also a multiplication operator by a real-valued con
tinuously differentiable function with nonzero gradient 
almost everywhere. Hence L is spectrally absolutely 
continuous (see Ref. 10, p. 518) except for the point 
zero. 

Theorem 4.2: For the infinite classical system of 
free particles in the quasifree state determined by Wo 

as in (6), the spectrum of the Liouvillian L is absolutely 
continuous except for zero. 

5. KMS STATES 

In this section we have to introduce the Poisson 
brackets, therefore we turn for the moment to the ori
ginal algebra A . The Poisson bracket between two 
generators of the algebra expiSf and expiSg, f ,gED is 
given by 

{expiSf, expiSg}== - S({f,g}) exp[iS(j + gl], 

where 

{f } af aq af ag 
,g = aq • ap - ap • aq 

(8) 

is again an element of D. Let w be a regular state on 
F:rJJJ, using the isomorphism between A and F:rJJJ 
(Theorem 2.1), formula (8) suggest that we define the 
Poisson bracket between two generators in the GNS 
representation 1T as follows: 

{rr(5,), 1T(5
K
)}= - B({f,g}l 1T(0,+ .. ) , 

where B is the associated field. 

(9) 

Definition 5.1: The state won the algebra A.I/J) is 
KMS with respect to the monoparticle evolution (at)t at 
inverse temperature fl if 

(i) w is a C~ state, 

(ii) w is time invariant, 

(iii) for allfandg inD, t-w(5,a,5 .. ) is differenti
able and 

Definition 5.2: The positive linear functional Wo in 
o is said to be KMS for the evolution (T,), at inverse 
temperature f3 if 

(i) Wo is T, invariant, 

(ii) for all f and g in 7j: t - wo(fTtg) is differentiable, 
and 

Now we have the following theorem. 

Theorem 5.3: Let w be a quasifree state on QZJl 
determined by the positive linear functional Wo on D, 
then w is KMS for the evolution at if and only if Wo is 
KMS for the corresponding evolution (T t ),. 

Proof: Suppose first w(). is KMS, then 
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={3 d~ exp[wo(exp[i(f+ T,g)] -1)] 

= w(liN ,,) {3 d~ wo([exp(ij) -1] T,(exp(ig) -1), 

where the invariance of Wo was used .• 

Since Wo is KMS, 

d 
{3 dt w(Ii,O!,Ii,) 

= - w(Ii,O!,Ii,)wo({expif, expiT,g}) 

= w(Ii'O!tli,)wo<{r, T,g}expi(f+ Ttg). 

Now as for all h,k EO 

(n, B(hhr(Ii_)n) 

= 'dd, expwo(exp[i(k + Ah)] -1)1 
' " A·O 

= w(Ii_)wo(h expik), 

we have 

Conversely, suppose that w is KMS, then as above, 

W(Ii,+Tt,),B d~ wo([exp(ij) -1]Tt (exp(ig) -1» 

d 
= {3 dt w(Ii'O!t li,) 

= - (n, {1T(Ii,), 1T(O!,1i,)}n) 

= - W(Ii,+Tt,)' wo({expif, eXPiT,g}). 

Since w(1i.)* 0 for all kED, this relation is equivalent 
with Wo satisfying KMS, becau~e all functions of the type 
exp(ij) - 1 with fED generate 0, and the invariance of 
Wo follows immediately from the invariance of w. 

Q.E.D. 
By Theorem 5.3, the problem of solving the KMS con

dition is reduced to solving the KMS condition for the 
functional Wo on 0 . 
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If T, is given by a Hamiltonian H(q ,p) which is con
tinuously differentiable, and if we suppose that Wo is 
absolutely continuous with respect to Lebesque measure, 
then by partial integration the Wo KMS condition has a 
unique solution up to the parameter p, given by 

wo(h) = p J exp( - (3H) hdqdp, 

where p is a positive constant. Hence we may conclude 
that for quasifree evolution induced by monoparticle 
evolutions given by a Hamiltonian there exists at least 
one solution of the KMS condition. We treat the unique
ness problem of these solutions elsewhere. 

Note added in proof: After the completion of this work, 
we received the thesis of J. L. van Hemmen, "Dynamics 
and ergodicity of the infinite harmonic crystal," Univer
sity of Groningen, where he considered Gaussian states 
for classical harmonic crystals. 
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On a family of interior solutions for relativistic fluid 
spheres with possible applications to highly collapsed stellar 
objects * 

Patrick G. Whitman 

North Texas State University, Denton, Texas 76203 
(Received 7 September 1976) 

A one-parameter family of interior solutions to Einstein's field equations for a static spherical fluid is 
given. It is shown that for various values of the parameter and choices of the constants of integration, 
several previously known solutions for static fluids are contained therein. This family of solutions can be 
joined continuously to the Schwarzchild exterior solution, and as such may be applicable to the 
investigation of stellar interiors where high central densities and pressures are of interest. 

I. INTRODUCTION 

The field equations of general relativity in the pres
ence of matter form a highly nonlinear system of equa
tions. For this reason, few exact solutions have been 
obtained, even for the simplest cases. The most notable 
of these is the constant density solution for a spherical 
distribution of matter. 1 

For the case of a static spherically symmetric fluid 
of density p and pressure P, the field equations reduce 
to a set of three coupled ordinary differential equations 
involving these fluid variables and two metric functions. 
In order to solve this system, it is necessary to specify 
in some manner one of the unknowns, or to introduce 
a subsidiary relation between two of them, i. e., speci
fy an equation of state. Such an assumption removes 
the indeterminancy of the system. We now consider 
these equations in more detail. 

The general relativistic field equations for a static 
spherically symmetric line element in the presence of 
a perfect fluid 

ds 2= y(r)2dt2 - T(r)-1dr -r(dff +sin2(e)dcp2) (1.1) 

can be written as one equation relating the metric 
functions y and T, and two equations which can be taken 
as the definitions of the fluid variables in terms of the 
metric functions. The relationship between yand Tis 
given by the expression 

T(r) = exp( - F(r)] [j r exp(F(u)] g(u) du + c] 

with the functions g and F being defined as 

g(r) = -2y/r(y +ry'), 

F(r) = r g(U)y-1(y +uy' -u2y")du. 

(1. 2) 

C is a constant of integration to be fixed by the boundary 
conditions. Here the prime refers to differentiation of 
the function in question. This equation, in slightly 
altered form, is due to Adler. 2 

The two remaining field equations define for us the 
pressure and denSity in terms of the metric functions. 
These are 

(1. 3) 

and 
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(1. 4) 

where m = ~r(1 - T-1
) expresses how the mass is distri

buted throughout the fluid. 

Analytic specification of the equation of state does 
not always lead to a tractable solution, and numerical 
or graphic techniques must be applied. Exact solutions 
in terms of known functions are most easily obtained by 
requiring one of the field variables to satisfy some 
subsidiary condition which Simplifies the full set of 
equations, Once the field equations are solved in this 
manner, an equation of state can then be extracted. 
Such solutions may be useful in understanding a system 
in the extreme relativistic limit where we cannot speci
fy a priori what the equation of state might be. 

II. A SPECIFIC CHOICE OF 'Y (r) 

As stated above, the set of equations (1. 2)-(1. 4) 
cannot be solved without either chOOSing an equation of 
state or making a specific assumption on one of the 
functions P, p, y, or T. After Adler, we note the Eq. 
(1. 2) is linear in T if y is a known function. This being 
the case, we choose y in such a manner that Eq. (1. 2) 
can be immediately integrated. Such a choice is that 
y satisfies the Cauchy equation: 

ry"-ry'+(1-0'2)y=0,0,,;0',,;1. (2.1) 

This expression can be immediately integrated. It 
yields 

y(r)=ari +brj
, (2.2) 

where i = 1 + 0', j = 1 - 0'. In this solution, a and bare 
constants of integration. 

When Eq. (2.1) is used in conjunction with Eq. (1. 2) 
T can be readily obtained 

T(r)=s-1 +crs / l [akr" +blj-2S/lk, 

where s = 2 - a2, k = 2 + 0', 1 = 2 - Q. 

(2.3) 

Since y and T are now known, they may be used to 
solve the remaining two equations (1. 3) and (1. 4). We 
find the pressure, Eq. (1. 3), is given by 

81TrP(r) = T(r)[anr" +bq ][ar2" +b ]-1 -1 (2.4) 

and the density, Eq. (1. 4), is 
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87Tr2p(r) = 1 - T(r) - 2(sT(r) -1) 

X(ar2" +b}(akr2'" +blt1
, 

where n=3 +2Q1. 

(2.5) 

The three constants of integration can now be deter
mined by matching the solutions at the boundary to the 
Schwarz child exterior solution. The result is 

b = - (1 -ny,}(4Q1R j Yst\ 
c = (~-1/s)[(1 +y~)(2y,.R3)-lJ2Sllk, 

(2.6a) 

(2.6b) 

(2.6c) 

with y'=1-2M/R and q=3 -2Q1. R refers to the radius 
of the fluid and M to the total mass: 

(2.7) 

Note that now 0 < QI ~ 1. The solution with QI = 0 cannot 
be matched to the Schwarz child with a finite boundary. 

III. CONCLUSION 

The solutions discussed above have the following 
properties: 

(1) The pressure and density diverge at the origin for 
o < QI < 1, but the ratio of central values 

(208) 

remains finite and is independent of the total mass and 
radius of the fluid. 

(2) Though the density diverges at the origin, its 
integral remains finite: 

47TJo'p(r)r2dr~M, e~R. (2.9) 

(3) If the fluid is considered adiabatic, the velocity of 
sound is given by the relation 

!!:.E...=_ r 2 
dP , (2.10) 
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where r is the speed of sound in the fluid. Requiring 
that this quantity be less than one places restrictions on 
the values of M/R. 

For particular values of the parameter Q and integra
tion constants a, b, and C, several previously known 
solutions for static fluids are contained herein. The 
limiting value of QI = 1 is the solution given by Adler. 2 

This is the only solution of the family which does not 
diverge at the origin. Three solutions published by 
Tolman are also in this family 0 3 These are the solutions 
listed as Tolman numbers 1, 5, and 60 Tolman number 
1 is also known as the Einstein Universe. Tolman num
bers 5 and 6 were compared to the numerical solution 
for a degenerate quantum gas. 4 

The family of solutions described in this paper, 
though singular at the origin, may be useful in the 
investigation of massive stars. They allow the investi
gator to vary the equation of state in a continuous man
ner by changing the value of the parameter QI 0 It is 
interesting to note that this is the only family of interior 
solutions for relativistic fluid spheres in which none of 
the field variables are considered constant. 
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Group theory of the collective model of the nucleus 
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In the present paper we extend the group theoretlcal analysis of a previous publication to obtaill explicitly. 
as a polynomial in sin'Y, cOS'Y, the function ¢;/L('Y) required in the discussion of the quadrupole vibrations 
of the nucleus. The states appearing in the ~ollective modellvNlLM) = F/, ((3)r,K¢~L('Y) Dt *,c(~), 
1= (v-A)/2, are then defined, as Fj" ({3), D~K (~i) are well known. All matrix elements required in the 
collective model of the nucleus are related then with the expression (Ap.L; A'p.'L '; A"p."L ") = 

f.;' r, KK'K.~~'f .. ) ¢~ML( 'Y)¢~'!" L' ('Y)¢{l'L" ('Y)sin 3 'Y d 'Y, which is a reduced 3j-symbol in the 0(5):)0(3) 
chain of groups. 

1. INTRODUCTION 

In a recent publication l the authors, in collaboration 
with Sharp, developed a procedure for the exact solu
tion of the quantum mechanical problem associated with 
the quadrupole vibrations of the nucleus. This problem, 
originally discussed by Bohr, 2 played a very important 
role in the development of the collective model of the 
nucleus. It is related with the liquid drop model in 
which the surface of the nucleus is given by the equations 

R =Ro (1 +~amY2m(e, cp)), (1.1) 

where Ro is the radius in the absence of deformation, 
Y2m is a spherical harmonic, and am, m =2,1,0, - 1, - 2 
the contravariant form of the generalized coordinates 
describing the collective motion. The Hamiltonian of 
the problem, in appropriate units, 1 can be written 
as l

-
3 

H = 1.~(1T rrm + a am) o 2 m m' 
m 

(1.2) 

We can then pass to the coordinates fixed in the body 
through the transformationl

-
3 

(1. 3a) 

a2 = a_z = (1/ 12){3 siny, al = a_l = 0, ao = {3 cosy, 
(1. 3b) 

where .9 1, i=I,2,3, are the Euler angles, (3,y the re
maining coordinates, and D~m'('?I) the Wigner functions 
that are the irreducible representations of the 0(3) 
group. The eigenstates of the Hamiltonian (1.2) asso
Ciated with the number v of quanta and of definite sen
iority A, angular momentum L and projection M can be 
denoted by the ket 

IVA/J. LM) =F~(J3)6 tP}"L(y)D~;(.9I) (1. 4) 
K 

where 

(1.5) 

and /J. indicates the remaining quantum number required 
to fully characterize the states of the Hamiltonian (1. 2), 
In (1. 4) F~(i3) are well knownl

-
3 functions of (3 associated 

with the radial part of a five-dimensional oscillator. 
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Thus the essential remaining point is to determine the 
y-dependent functions tP}"L('Y) that have the symmetry 
properties 

tP}l>L (I') = ° if K is odd, 

(L6a) 

rr 
K=L,L-l,L-2,oo.,-L,0""'Y""3' (L6b) 

Already in 1959, Bes gave a recursive technique for 
deriving tP}"L('Y) for L=0,2,3,4,5,6. In the present 
paper we shall use the procedure of Ref. 1 to determine 
tP}"L('Y) explicitly for arbitrary Land A. 

At this point the reader may well ask whether it is 
worthwhile to make the considerable algebraic effort 
needed to achieve this purpose. We shall answer the 
question by discussing some of the problems that 
appear in the collective model of the nucleus and show
ing that they require the reduced Wigner coefficients 
for the chain of groups 0(5)::J0(3). These coefficients in 
turn can be determined by an integral involving the 
functions tP}l>L(y). Thus many aspects of the collective 
model of the nucleus reduct to a problem of group 
theory. 

In the original work of Bohr and Mottelson,2 two 
points of view were stressed. In one of them the 
Hamiltonian (1. 2) was used to describe the low energy 
vibrations of the nucleus giving rise to equidistant 
energy levels. In the other {3, 'Y were not considered as 
dynamical variables, but were substituted by the num
bers {30, Yo giving the minimum of the potential energy 
surface. The operator (1. 2) becomes then a function of 
the Euler angles only, giving rise to the Hamiltonian of 
the symmetric ('Yo =0 or 1T/3) or asymmetric (0 <'Yo 
< rr/3) top. The rotational levels obtained are afterwards 
modified by the rotation vibration interaction and also by 
coupling with the single particle degrees of freedom, 2 

The two approaches indicated in the previous para
graph were combined in a single one in the work of 
Greiner and his collaborators. 4.5 They consider a 
Hamiltonian 

H=T+ V({3,'Y) (1. 7) 

in which T is the kinetic energy bm lTmrr m in (1.2) but may 
also include higher order corrections and the potential 
energy V({3, 'Y) (which is taken as a polynomial function 
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of the a", invariant under rotations) can then be written 
as1,4,5 

p,. 

(1. 8) 

where in the work of Greiner and collaborators 2p + 3/J. 
... 6. In (1. 8) the Up,. are some constant coefficients and 
the elementary permissible diagrams {2, O}, {3,0} are 
polynomials in the am discussed in (5.1), (5.2) of Ref. 
1, of the form 

{2, O}= l51a xa]g =,82 

{3, O}= 17( [a xa]2x a~= -1'l,83x , 

where 

x=cos3y 

(1. 9a) 

(1. 9b) 

(1. 9c) 

and the square brackets with multiplications signs indi
cate the coupling of the a's to the definite angular mo
mentum given at the upper right hand side corner. We 
can write the potential energy V(,8, y) in terms of powers 
of ,82P+3,. and Legendre polynomials P ,.(x) with constant 
coefficients which we now call Vp,.. The advantage of 
this is that from the form of the Casimir operator A2 
of 0(5) given in Eq. (2.14) of Ref. 1, the P,.(x) is an 
eigenfunction of it with eigenvalue A(A + 3), where A = 3/J.. 
Thus the potential energy (1. 8) can be expressed as a 
linear combination of irreducible tensors of O(S) whose 
row is characterized by L=M=O. 

The problem of determining the eigenvalues of the 
Hamiltonian (1. 7) reduces then to the evaluation of the 
matrix elements of {j2P+3,. P,. (x) with respect to the states 
(1.4). Once they are available we have the matrix of the 
H of (1. 7) as function of the parameters Vp,.. Greiner 
and his collaborators4,5 were able to determine these 
parameters by diagonalizing the matrix and comparing 
the resulting eigenvalues of H with the low lying energy 
levels of even-even nuclei. Thus they could obtain the 
potential energy surfaces (PES) associated with vee, y) 
and find the minima {jo, Yo for this potential which in
dicates the type of deformation of the nuclei in 
question. 

Before proceeding to determine the matrix elements 
we are interested in we briefly indicate how they were 
obtained by Greiner and collaborators. 4,5 The states 
(1. 4) are characterized by irreducible representations 
(IR) or the chain of groupsl,4,5 

U(5)::J 0(5)::J 0(3):J 0(2), (1.10) 
v x L JI 

where underneath each one of them we have put the 
corresponding quantum number. In the analysis of 
Greiner and collaborators4,5 the states were originally 
characterized by IR of the chain of groups4,5 

U(S):J 0(5)::J SU(2)xSU(2) (1. 11) 

used by Hecht.6 Then numerically they obtained the 
states characterized by m of the chain of groups (1.10) 
as linear combinations of those of (1.11) by essentially 
diagonalizing L2 in the latter basis. 
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The procedure followed by Greiner and collaborators 
allowed them to obtain results of considerable physical 
significance. These include not only the potential energy 
surfaces mentioned above but also the problem of giant 
dipole resonances that require the matrix elements of 
a", with respect to the states (1.4)4,5; the collective 
nuclear excitation by electron scattering; the fission 
problem when described as two nuclei with quadrupole 
excitations joining to form a compound nucleus with the 
same type of excitation5,7; the problem of back bending 
related with the crossing of two bands with different 
moments of inertia, 5,8 etc. There are even applications 
outside nuclear physics as for example in the Jahn
Teller effect in crystals discussed by Judd9 where again 
matrix elements of a m with respect to the states (1. 4) 
are required. 

The importance of the problems indicated in the 
previous paragraph, has prompted the present authors 
to reduce them essentially to the determination of the 
reduced Wigner coefficients in the chain 0(5):J 0(3), 
then in turn to express these coefficients in terms of 
an integral involving the functions ¢fL(y) and finally 
to evaluate explicitly these functions and the integral 
in which they appear. 

The matrix elements required in all the problems 
mentioned above are related with those of operators 
that are homogeneous polynomials of degree A in the 
am's corresponding to definite angular momentum L 
and projection M and that satisfy the five dimensional 
Laplace equation. As the generators of the O(S) group 
can be expressed as 

A71I- _0 _ _ 711_0_ 
m-am~ Ci ~ m' u0l71l ua 

the Casimir operator becomes 

A2:::::i~ A::'A:;:.=N(N+3)_{j2V2
, 

m71l 

where 

N " 0 V2= "(_)m 0
2 

=L..JCi m 0"" L..J 0 0 
m '-"m m am a_ m 

(1. 12) 

(1. 13a) 

(1. 13b) 

Thus the homogeneous polynomials in the a",'s men
tioned above are eigenfunctions of A2 with eigenvalue 
A(A +3) and can be designated by 

T!iL(Cim)=,8AT~L(~), (1.14) 

where the polynomial function T~L{a,,/ (3) depends only 
on'Y and the Euler angles J 1, and is associated with 
irreducible representations of the chain of groups 

O(S)::J 0(3):J 0(2). (1. 15) 
A L JI 

We have added an extra index /J. in T~L(a,,/{3) as we 
shall show in Sec. 3 that the most general polynomials 
in the Ci '" requires it in the same way as the state (1.4). 

From (1.3) we see that 

TA"L(~) =~TA"L(~)DL*(J ) 
II {j K K {j JlK I' (1. 16) 

where TrL(a,,/ (3) is the same polynomial as the one 
appearing in (1.14) but now of the ratio a,,/ {3. We note 
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then from (1. 3b) that TrL(a,,/ i3l is a function of y only 
and thus we can write 

(1. 17) 

We use the same notation as for the function ¢ appearing \ 

in (1.4) because we shall show in Sec. 3 that the iden
tification is justified, 

All of the operators required in Refs. 4-9 are of the 
form (1.14) multiplied by some power of (32. Therefore 
the most general matrix element we need is given by 

(V" Xl/ jJ.1I L" Mill (32"').T~L (~ ) I v'x' jJ.' L' M') = f" F~':' (j3)(32P+).F~«(3),B4 d(3' 87r2(_r+M" (~ ~, _ !:) 
° 

xi' ")' (L L' LII)A.I<UL( )A.>"U'L'1. )A.I<"U"L"( ) . 3 -I., 
LI K 1(' K" 'PX Y 't'X' \y 't'X" Y Sln Y"'r 

KK'K" 

° 
= {27rlZ' I r(z' + x' + m-1 / 2[zt' I r(Z" + x II + m-l/2(_ )1'+1-

X rH(x' +Xff +71. +2p + 5))rH(2p +x - X' +X//) + 1)rH(2p +x _\tf +\') + 1) 
r[}(2p +X - x' +xtf) -Z' + 1]r[}(2p +X - X" +X') -l" +1] 

[
H2P +X+X'+XI/+5), -l', -l" ]} 

X.J!2 J(2p+X-X'+X
tf
)-l'+1,-H2p+X-xl/+X')-l"+1; 1 

In (1. 18) we made use of (1. 4) and (1. 16), (1. 17) to 
have an integral over Euler angles of the product of 
three D~K functions which give the ordinary 3j-coeffi
cients in the integral over y, The radial integral over 
(3 appears separately and is evaluated expUctly in the 
curly bracket at the right hand side of (1. 18) in terms 
of gamma and hypergeometric functions of the argu
ments indicated in which, as in (1. 5), l' = t(v' - X') 
1" == ~(vlt _ xlt). The radial part is also a result of an 
analysis associated with a 0(2,1) group whose gener
ators are 

11 =t~ (7r m7r m - ama m), 12=t~", (a m7r'" +7rma m), 

'" 
13 = t~(7rm7rm + a"'a m) = iHo 

m 
as shown in several publications, 10-12 

(1.19) 

Our remaining concern is then the determination of 
the reduced Wigner coefficient in the chain 0(5)::) 0(3) 
given by the expression 

(Xj.J.L; X'j.J.' L'; xltj.J.1t LI/) 

i' [(L L' Lit) 
'" KEK" K K' K" ¢~L(y) 

° 
X¢1;"'U(Y)¢}':i- L"(y)] sin3ydy, (1.20) 

where we have made use of the symmetry properties 
(1. 6) and the fact that the ¢~L(y) we shall determine 
later are real. 

What are the types of irredUCible tensors T}tL(a,,/ i3l 
== ¢}"L(y) we have encountered so far? For the potential 
energy V«(3,y) of (1.8) we see that L=M=O and then 
from (2,23) of Ref. 1 we have 

(1. 21) 

where P is a Legendre polynomial and x == cos3y as 
indicated in (1. 9c), For the quadrupole matrix elements 
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(1. 18) 

I 
between collective states, required in many applications 
discussed by Greiner and his collaborators,4-8 Judd9 

and in the recent papers of Iachello and Arima, 13 One 
considers the operators 

(1,22a) 

{7[a x a);'. (1. 22b) 

The irreducible tensors corresponds then to L = 2, 
M=m and X=l or 2 respectively with the value of jJ., 

from the discussion given in the following sections, 
being 0, In fact from (10 3) the qf~2(y) corresponding to 
am has the components 

cp~02(y) == cp~~2(y) = (1/ {'!;) siny, 
(1, 23a) 

¢i02 (y) = <t>~~2(y) = 0, cp~02 Cy) = cosy, 

while ¢k02(y} associated with .f7La x a);' takes the form 

¢~02(y} = <t>~~2(y) = sin2y, 

¢~02 (y) == ¢:~2 (y) = 0, ¢~02 = _ ..['l; cos2y, 

The purpose of the present paper is to determine the 
¢~L(y) explicitly for arbitrary values of X, jJ., Land 
then to discuss the reduced Wigner coefficient in the 
chain 0(5)::) 0(3) given by (10 20), With other collabora
tors we intend w publish later a book of tables and 
programs for the evaluation of all matrix elements of 
the form (1.18). We hope that this book may play for 
the collective model the role that the Tables oj Trans
formation Brackets of Brody and Moshinsky,14 first 
edited in 1960, played for the harmonic oscillator 
shell model. 

We shall start our analysis by indicating that the 
states discussed in Ref. 1 in terms of traceless boson 
creation operators can also be expressed in terms of 
annihilation operators or in a mixed traceless creation 
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and annihilation form. It is the latter that will prove 
particularly convenient for the definition of the 1>}tL(y) 
which we want to determine. 

2. THE STATES IN A TRACELESS "PARTICLE
HOLE" PICTURE 

In the discussion carried out in Ref. 1 (to be desig
nated below by I, with specific equations indicated by 
the number followed by I) we noted that we only need to 
analyze states (1.4) in which v=;\., M=L, The states 
with arbitrary v can then be obtainedl from those men
tioned by introducing an associated Laguerre polynomial 
in (32, while for the matrix elements we require only 
the reduced ones which can be calculated from states 
with M = L, as the others can be obtained from them 
using the Wigner-Eckart theorem of 0(3), 

We showed in (4.121) that a complete, though not 
orthonormalized set of states with v =;\., M = L, and 
L even, can be written in the operator form 

Iv =;\.,;\., J,L, L, M= L) '" I ;\'j.LL) =[1, 2Ja(2, 2]T[3, 0]1' 10), 
(2.1) 

where [v, L] are certain elementary polynomial func
tions (epd)l of the traceless boson creation operators 

a-:, =11 m- ~(- )"'11 ",11.".. ](2N + 5)"l~ ml 
".. 

m, m' =2, 1, 0, -1, - 2, (2.2) 

and, in turn, 11 m and ~ m are the standard creation and 
annihilation operators 

(2,3a) 

(2,3b) 

and N=L;m11m~m is the number operator. 

The epd are given in (3.101), (3.201) when we replace 
11m by a-:', but as we shall make extensive use of them we 
give explicitly those appearing in (2.1), 1. e. , 

(2,4a) 

(2,4b) 

(2,4c) 

We note finally from (4. 12al), that (], T, are nonnegative 
integers satisfying 

(] +T=L/2, (2,5a) 

(] +2T +3J,L =;\., (2,5b) 

(],T,J,L?O, (2.5c) 

where in this and the following sections we shall assume 
L even, reserving to Sec. 8 the extension of the results 
to L odd. 

We showed in Appendix A of 1 that from (2.5) the 
number of states (2.1) consistent with a given value of 
;\. is equal to the dimension d~ of the IR of 0(5) associated 
with ;\.. 
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Are there other ways of constructing all the states 
of given seniority;\. and angular momentum L for which 
v =;\., M = L? We note first that if (] = T = 0 the state 
(2.1) becomes 

(2,6) 

and it corresponds to angular momentum 0 (remember 
L is even here) and seniority ;\. = 3j.L. It is explicitly 
given as a function of (3, y in (2.261). States of arbitrary 
angular momentum were obtained then by applying 
powers of the epd of traceless boson operators [1,2] 
and [2,2]. The essential point for these states to be of 
definite seniority ;\., is that when applying the operatorl 

(2,0) "'~ (_)m~ m~-m (2.7) 
m 

we get zero. As (2,0) commutes with ~m' if we apply 
any homogeneous polynomial function of the ~ m to (2,6) 
we still get a state of definite seniority, This suggests 
immediately that we can define the states 

(2.8) 

where (1,2), (2,2) are the epd (2,4a), (2, 4b) in which 
~ m replaces a-:', The total number of quanta of the state 
(2.8) continues to be given by the;\. of (2,5b) while the 
angular momentum L is related to (], T through (2.5a). 
We have then the same number d~ of states for a given 
;\. as in the case (2,1), 

The states (2,1) are given in what could be called a 
traceless creation or particle picture, while those of 
(2,8), which are distinguished by a square instead of 
round bracket, are in the traceless annihilation or hole 
picture. If for a given L, ;\. there is only one possible l 

value of j.L the states (2,1) and (2,8) are proportional 
to each other. If there are several values of j.L the 
states 1;\'j.LL] are linear combinations of 1;\'j.L'L) and 
vice versa. 

Can we construct states in a mixed traceless crea
tion and annihilation operator form or what could be 
called a traceless "particle-hole" picture? We note 
that if we apply powers of ~2 to the state (2,6) we get f. 
state of definite seniority as when we apply (2,0) of 
(2.7) to it we continue to get O. If we then apply powers 
of the traceless creation operator a; to the state just 
mentioned, the resulting final state continues to be of 
given seniority and angular momentum because the 
arguments of Sec, 4 of 1. This suggests that we can 
define a traceless "particle-hole" state 

(2.9) 

As in (2.1) and (2.8) we have that for (2.9) the total 
number of quanta is still ;\. =u + 2T + 3j.L and the angular 
momentum is L = 2«(] + r). We have then for the kets 
(2,9) the same number of states d~ for a given;\. as in 
the case of (2.1) or (2.8). There is still the question 
whether all the states (2.9) are independent. The 
proofs for this proposition based solely on the form 
(2,9) of the states seems very cumbersome and so we 
will postpone the discussion of this point to a later 
publication, where we plan to give compact expressions 
for the scalar products of the states (2.9) with different 
J.L's and the same L, ;\.. 
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We shall use the definition (2.9) of the states, which 
we characterize by a curly rather than round or square 
bracket, in the procedure of determining explicitly the 
corresponding function cp~L(y) in an expansion similar 
to (1. 4). The reason is that in the traceless "particle
hole" picture of the states both ~2 and a; involve only 
first order derivatives1 with respect to the variable Yo 
On the other hand in the "particle" or "hole" pictures 
(2.1) or (2.8) the operators (2, 2), (2,2) involve second 
order derivatives in y. Thus it is considerably simpler 
to proceed in a recursive fashion to obtain cp~L(y) if 
we are dealing with the traceless "particle-hole" 
states (2.9). 

3. THE POLYNOMIAL IN THE Oi.m APPEARING IN 
THE STATE IA-JlL} 

When we study the states of the three dimensional 
oscillator Iv LM), where v is the number of quanta and 
L, M are the angular momentum and its projection, 
we learn that 

v == L, L, M) ==ALrI'Y LM(e, cp) exp(- r/2) 

=ALY LM(r) exp(- r/2), (301) 

where AL is a normalization constant and Y LM(r) is a 
solid spherical harmonic which is a homogeneous poly
nomial of degree L in the components x.' q== 1, 0,-1 
of the pOSition vectoro Furthermore, Y LM(r) satisfies 
the Laplace equation 'i]2y LM(r) ==0. 

The chain of groups here is U(3):::l 0(3), but it is 
well known that in the general case U(n):::lO(n), the 
states in which the IR of U(n) is the same as that of 
O(n) (corresponding to the v == L of this case) can also 
be expressed as homogeneous polynomials in the com
ponents of the pOSition vector multiplied by a Gaussiano 
Thus we are certain that we can write 

(3 0 2) 

where PAltL(Oi. m) is an homogeneous polynomial of degree 
.\ in the Oi. m associated with the angular momentum L 
and projection M==L. Therefore PAI'L(Oi. m) satisfies the 
equations 

(3.3a) 

(303b) 

(3. 3c) 

where 1,15 

(3.4) 

The problem we have to solve in (303) is thus iden
tical to the one we discussed in Seco 3 of I only it is 
now expressed in terms of the 01 m variables instead of 
the 11m' We note though that Eqs. (303) do not completely 
define the PI.I'L(O!m) as there remains the conditionl 

(3.5) 
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which from (2.3b), (3.2) leads to the equation 

I": (_)m 02P AI'L(O!m) ==0 0 
m oO!m0O!om 

(3.6) 

If we were able to find the polynomials PAI'L(O!m) that 
satisfy the equations (3.3), (3 06), we could then use 
the relations (1. 3) to express them in the form 

(307) 

and thus determine the cp~L(y) we are searching for. 
Unfortunately, while the most general solution of Eqso 
(3.3) was given in Sec. 3 of I, the further restriction 
imposed by (306) is very difficult to satisfyo Thus 
while we shall make use of the solutions of Eqso (303) 
to introduce some convenient functions of the variable 

x'" cos3y (308) 

we shall determine the cp~L('Y) directly from the form 
(2.9) of the states I Aj..I.L} in the traceless particle-hole 
picture. 

Returning now to the equations (303) we note from 
(3. 28aI) that 

P A"L (O!m) == ~A;:L{I, 2}L o A+2r+3s 
r,s 

(309) 

where A;:L are so far arbitrary constants and {I, 2}, 
{2,2}, {3, O}== are the epd (2.4) in which O!m replaces a;"o 
Finally 

(3.10) 

We note furthermore that as in the {3. o} epd we have 
the 01 m coupled to zero angular momentum, we can 
replace them by the am of (1. 3b) and thus get, as in 
(5,21), 

{3,0}== - {'l;f33 cos3y ==- {'l;(33X • 

introducing now the index n by the definition 

n=.\-L/2-3s-2r 

we can write 

PI.I'L(Qlm) =~{1, 2}o+Ton{2, 2}"(331'+To"t:TI' (x) , 
" 

(3.11) 

(3012) 

(3.13) 

where for later notational convenience we introduce 
the indices (J, ,. related with.\, L, j..I. through (205). 
The ft"(x) is an as yet undetermined polynomial in the 
variable x. 

In the next sections we shall discuss procedures for 
determining t:TI'(x), but here we will continue the 
analysis of the PI."L(O!m) to relate through (3 07), (3013) 
the cp~I'L(y) with the t:T"(x). 

We note from the definition of {I, 2}, {2, 2} and the 
relations (1. 3), (3. lOcI) that 

j3 0 1{1, 2}== 01/ j3 

(3.14) 
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~2{2, 2}= .fl7LD;:(Jj)~2laxa]~ 
'" 

== (- 12") {k- [D;:(J,) + D~~2(J,)] sin(-2y) 

+ D~~ (J,) cos(- 2Y)} , (3.15) 

where La XaJ~ indicates the coupling of two am of (1. 3) 
to total angular momentum 2 and projection m. As we 
have 

(3.16) 

with a well_knownll expression for dix(J2 ), we imme
diately obtain from (3.14) that 

(3.17) 

where the function S~(y) takes the form 

S2Y( )_ [(2r+K)1 (2r-K)I]1/
2

6 ( r ) (2 q -K/2) 
K Y - (4r) I • 2q-K/2 q 

[
(2r + K) I (2r - K) I Jl

/
2 rl (v'-S""y(1/2f3)K 12 

== (4r)l (K/2) I (r-K/2)! 

• (Cosy)r-K 12 (siny)K /2 aF 1 (_ ~ + ~, - ~ 

K 1.K .1. 2) ( ) +;r+2'2+1,3tany, 3.18 

where 2Fl is an hypergeometric function and K is re
stricted to even values. We note also that if we replace 
K by - K and 2q by 2q - Kin (3.18) we get an identical 
expression and thus we have the property 

(3.19) 

From the above results and (3.15) we then imme
diately see that 

(~2{2, 2}]n == (- 12")" ~D~~:K(J,)s}n(- 2y). (3.20) 

Thus we have that the product 

where 

G~L{y) == (_ {2)" 6 (L - 2n, 2n, K', Kill LK) 
K'K" 

XSf(;2"(y)S~, (- 2y). (3.22) 

In (3.22) ( I ) is an ordinary Clebsch-Gordan coeffi
cient of 0(3) and in deriving the result we made only 
use of the well known decomposition of products18 of 
the DiK(J i)' 

Remembering that we are discussing the case when 
L is even we see, from (3.19) and the symmetry prop
erties of Clebsch-Gordan coefficients,18 that 

(3.23) 

Introducing now (3.21) into (3.13) and comparing with 
(3.7), we obtain 

<I>~L(y) =6G~l(Y)f:~I1(x), (3.24) 
n 

where G~L(y) is the completely defined function of y 
of (3.22) while !,,"TI1(X) has as yet to be determined. The 
0', r, are related to A, L, through (2.5). 

In the following sections we indicate procedures for 
determining the !,,"TIl.(X). 

4. THE SYSTEM OF COUPLED ORDINARY 
DIFFERENTIAL EQUATIONS FOR THE fgTIJ (x) 

We indicated in the previous section that the poly
nomial P~Il.L(a",) given by (3.13) must also satisfy 
Eq. (3.6), i. e., the five dimensional Laplacian applied 
to it gives zero. This immediately allows us to obtain 
a set of coupled ordinary differential equations for 
!,,"TIl.(X). We only require the knowledge that 

a{1,2}_1i a{2,2}_2/2'" Ii +2/2'" Ii 
all' - m2' all' - 0'0 m2 0'2 mO 

'" '" 

(4.1) 
~_am ~ __ 1 0{3-3{3,O} ___ 1_o{3,O} 
all'", - {3' all'", - l'J: all'", - /2'"(33 all'", 

30' "'x 
--r' 

where o{3, O}/aa m can be obtained immediately from 
(2. 4c) if we replace there a-:,. by a",. A straightforward 
calculation gives then 

_ 3~(0' + r _ n + 1) df:r(X) _ 3(20' + 2r + 2n)x dt:;: (x) + 8(n + l}(n + 2) f,,"..Ti(x) 

+ [(r + 3/-L - n)(r + 3/-L - n + 3) + (20' + 2r + 2n)(r + 3/-L - n}}fnlTfll.(X)} == 0, (4.2) 

where n is restricted to the interval 

o <O;n<O; L/2. (4.3) 

Thus the set of coupled ordinary differential equations 
for the J:TI1(X) is 'obtained when we set the expression 
inside the large curly bracket equal to zero for all inte
ger n in the interval (4.3). This set of equations gives, 
for any given even L and arbitrary 1\, results equivalent 
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L up to 6. He later used them 17 to evaluate particular 
matrix elements of interest in the collective model. 

The set of coupled ordinary differential equations 
obtained from (4.2) is very difficult to solve in general 
and in fact BesS for L <0; 6 solves them only for small 
I\'s. Thus in our search for the general f:TI1 (x) we shall 
follow a different procedure. 
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We shall first in the next section obtain the states 
I AjJ. L} of (2, 9) as polynomials in the epd of the normal 
creation operators 71 m of (2, 3a). Then by arguments 
similar to those indicated at the beginning of Sec. 3 
we show that these polynomials are proportional to 
the PX"L(a m) of (3.9) if we replace am by 1)m' Thus we 
have the coefficients A~:L appearing in (3.9) and we 
can determine in Sec, 7 It" explicitly as a polynomial 
in x. 

5. THE EXPRESSION OF THE STATES IAJ..LL} 
IN TERMS OF POLYNOMIALS IN THE EPD'S OF 
CREATION OPERATORS 

The state I AIJ.L} of (2,9) is given as a product of 
elementary permissible diagrams (epd) in traceless 
boson creation and annihilation operators, In this 
section we wish to express them as a polynomial in the 
epd of the ordinary creation operator 71 m acting on 
the ground state. To achieve this purpose we start from 
the state with L = ° which from (3.2SaI) must have the 
form 

13jJ., jJ.,O}=L3,O)" IO)=~B~(2, 0)3r(3,0)"-2r 10). 
r (5.1) 

The coefficients B~ were obtained by Cowan and Sharp18 

by applying Lm (- )m~ m~-m to (5. 1), which must then van
ish, and getting a recursion relation for the B~ which 
they solved. Another procedure consists in remember
ing that the PA ... L(a m) of Sec. 3 for L=O has, from 
(2.261), the form 

P 3", .... o(a m) = {33'" p ... (x) 

_ (-) ... ~ (- Y(21-' - 2r -1)11 {2 0}3r{3 0}"-2r 
-2"/2 r rl(/l-2r)1 ' , , 

(5,2) 

where we made use of (3,10), (3,11). 

Comparing now (5,1) and (5,2), where the polynomials 
satisfy the same equations, only that in the first case 
they are functions of the 1) m and in the second of the am' 
we conclude that we can take 

(5,3) 

as the states IAIJ.L} are not normalized and thus have 
an arbitrary multiplicative constanL 

We wantnow to extend the development (5.1) to 
states with arbitrary even L. We shall indicate in Sec. 
S how to extend all the results obtained so far to odd 
angular momentum, 

As the states I AjJ.L} can be written in the form 

IAfJ.L}= (a;)O~~ 131-', fJ., O} (5,4) 

we see that the application of operator ~2 to (5.1) is 
simple as ~2=0/(1)_2' On the other hand, from the 
form (2,2) of a;' we see that application of powers a;' 
to polynomials in the 77'S is more complicated, As 
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a first step we must put (a;)O in a convenient form, 
The expression (2,2) suggests that we can write 

(a;)O = t77~-"(2, O)"R~(N)~~, 
":::0 

(5,5) 

where R~(N) is some function of the number operator 
alone. In fact for a = 1 we get from (2, 2) that 

R~(N) = 1, R~(N) = - (2N + 5tl, (5,6) 

We shall prove (5.5) by induction, getting a recursion 
relation for the R~(N) which we can solve and thus deter
mining it explicitly, We note that 

Developing this result and making use repeatedly of the 
relations 

(5, Sa) 

for arbitrary functions of the number operator N we 
obtain that 

"=0 
0+1 

x [1 _ 2n(2N + 2a + 2n + 3)-1 J~~ _ ,01)~+l-"(2, 0)" 
n=1 

x (2N + 2a + 2n + 3t1R~_1 (N + 1)~~, (5, Sb) 

which leads to the recursion relation 

(2N + 2<1 + 2n + 3)R~1(N) 

= (2N + 2a + 3)R~(N) - R!_l (N + 1), 

satisfied by 

(a) (2N + 2<1 + 1) 1 ! 
R~(N)==(-)" n (2N+2a+2n+l)!1 

As R~(N), n=O,l gives precisely (5,6) we have the 
R~ (N) we require. 

We can now write the state (5,4) in the form 

Applying ~2 as the derivative a/071_2 and noting that 

a a 
-a -(2,0)==2(1,2), 0-(3,0)=3(2,2), 

71-2 1)-2 

we obtain finally that 

I AJ.LL}= .0 C~~" (1, 2)O+T-n(2, 2)" 
r," 
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where the constants C~I< have the form 

Ca1'1' _ BI' .. T2T-'3" (3r)! (J.!. + 'Ti-- 2r) I 62s (T + s) R~(3J.!. + 2T - s) 
r. - r (J.!. +T-2r-n)l. n (3r-T+n-s)1 

3na!~1 (-t2r(2J.!. +2T - 2r)1 (3r) I 6 (_)84 8 (T +s)1 (2~ +1- 2s)1 
= 21'+·nl (2~ + 1)lrl(J.!. +T - r)I(J.!. +T - n- 2r)1 • sl (a - s)1 (T - n +s)1 (3r- T +n- $)1 (~- s}1 (5.13) 

as B:+T, R~(3J.!. +2T-s) are in turn given by (5.3), (5.9). 

We have thus obtained I~J.!.L} for L even as the poly
nomial (5.12) in the elementary permissible polynomials 
(epd) of the 1'/ 'so We note that by construction this state 
satisfies the equations 

NI~J.!.L}==xlxJ.!.L}, 

L11~J.!.L}=0, 

(5. 14a) 

(5.l4b) 

Lo IXJ.!.L}=L 1 xJ.!. L}, 

6 (_)m~ m~-m 1 XJ.!.L}=O, 

(5.l4c) 

(5.15) 
m 

which are similar to Eqs. (3.3), (3.6) satisfied by 
PAI'L(a m). In the following section we shall prove that 
PAI'L(a m) is in fact given by (5.12) if we replace the 
round epd (II, L) of 1'/ m by the curly ones {II, L} which are 
functions of am' 

6. RELATIONS BETWEEN THE POLYNOMIALS IN 
11m AND am FOR STATES OF DEFINITE SENIORITY 

For the eventual determination of the f:TI«x) we 
require to prove that for an r-dimensional harmonic 
oscillator (and thus in particular for r=5), the states 
of given seniority, i.e., those satisfying the equation 

t~ I~ IP (1'/ J) 1 0) =0, NP(1'/ J} 10) =XP(l1 J) 10) (6.la,b) 
101 

can be written as 

P(T/ J) I 0) = 1T-r / 42A/ 2P(0I.) exp(-1'N2), 

where as before 

(6.2) 

T/J= (t/m(OI. J - i1TJ), ~j= (t/m(OI.! +i1TJ), j = 1, 2, ••• , r 

though now the generalized coordinates, momenta, 
creation, and annihilation operators are given in 
Cartesian and not spherical components so that the 
number operator and {32 become 

N= tT/I~I' (32= 2;01.7. 
1=1 1=1 

(6.3) 

We note that in (6.2) we are assuming the same poly
nomial P on the left and right hand sides. 

The proof of (6.2) was given by Dragt19 and because 
of its shortness and importance for our analysis we 
reproduce it here. 

We remember that for the one-dimensional oscillator 

where Hn is an Hermite polynomial whose leading 
terms are20 

(6.4) 

H.(OI.) = 2"OI.n - 2n-1(;) OI.n-2 + . . . . (6.5) 
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rThus for the r-dimensional oscillator the state 

where 

(6.7) 

and the last dots in the bracket in (6.6) stand for mono
mials in 01. 1 of degree smaller than A. 

In the state (6.6) is of given seniority, i. e., if it 
also satisfies Eq. (6.1a), then the polynomial in the 
a's is homogeneous of degree ~ and it satisfies the r
dimensional Laplace equation in the 01. I' Thus the 
A n1"2 ... n in (6.6) must then be such that all the dotted 
terms disappear and Eq. (6.2) is proved. 

The relation (6.2) holds also when the polynomials 
are given in terms of 1'/ m' am in spherical components 
as these variables are in turn linear combinations of 
the Cartesian 1'/ j7 01.1' i = I, ' .. , 5. Thus we immediately 
have that 

1~i-LL}=PAI'L(OI.m) exp(- (32/2) 

= 1T-5 / 42A/ 2 6[C~I'{I, 2}a+r-"{2, 2}"{2, opr-1+n 

r,n 

(6.8) 

satisfies Eqs. (3.3), (3.6) when the C:~I' are given by 
(5.13) and X, L are related to a, T, J.!. through (2.5). 

Making use of (6.8) we give in the next section the 
explicit expression of J:11'(X). 

7. THE EXPLICIT EXPRESSION OF THE FUNCTIONS 
fgTI' (x) 

Turning now our attention to the polynomial P AI'L(OI. m) 

of (6.8) and making use of the expression (3.10), (3.11) 
of the epd {2,O}, {3, O} in terms of {3 and x we obtain that 

PAI'L (01. m) = 1T-5 / 42;1./26 {I, 2}a+1 -"{2, 2}"{331'+1-" 

" 

Thus comparing this expression with PvL (OI. m) of (3.13) 
we obtain 

x 6 C~1'2-r xl'+1-"-2r, 
r 

where the C~I' are given by (5.13). 
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The t:rjl.(x) is a polynomial as r cannot exceed 
-Hj..L + l' - n) and from (4.3) in turn n is limited to the 
interval 0 ~ n ~ L/2. The polynomial t:T"'(x) is even 
(odd) when j..L + l' - n is even (odd). 

Having obtained the t:T
'" (x) and knowing the G7l(y) 

of (3.22) we then get an explicit expression for the 
cp}"'L(y) given by (3.24). 

All of the previous results were obtained for Leven. 
In the next section we proceed to extend them to odd 
angular momentum. 

8. EXTENSION OF THE ANALYSIS TO ODD ANGULAR 
MOMENTA 

In the previous sections we restricted ourselves to 
eVen angular momentum and we shall now generalize 
our results to the odd case. It is convenient to designate 
systematically in this section with a bar above the mag
nitude related with the problem when the angular mo
mentum is odd. Thus when we write L we mean even and 
L odd values of the angular momenta. We designate also 
by A the seniority for even L and by A that for odd L 
states. The analysis in Sec. 4 of I indicates then that 
we can write our states for odd Las 

1 ~j..L £) = [1, 2]0[2, 2N3, 3][3,0 ]"'10), 

where from (3. llbI) 

[3, 3] = 2a:1 (a;)2 - ,rs-a;a;a~ + (a;)3 

(8.1) 

(8.2) 

and the other epd are given in (2.4). We note further
more that 

.L=2{O' +1') +3=L+3, (8.3a) 

X=O' +21' +3j..L +3=A+3, (8.3b) 

where we introduce an auxiliary even L and a corre
sponding A by the definitions in (S. 3). 

The discussion in Sec. 2 of the present paper indicates 
immediately that we can have for £ odd a traceless 

"particle-hole" state 

/Xj..L£}= (a;)~I;~[3, 3][3, O]"'+T /0). (8.4) 

Turning now to Sec. 3 and using (3. 2SbI) we see that 
we can also write the state (8.4) in terms of a poly
nomial a m to obtain 

(8.5) 

where 

P~"'L(a m) =6{1, 2}0+T-n{2, 2}"f33"'+T-nJ:'" (x) (S. 6) 
n 

and 0', 1', j..L continue to be related with the unbarred 
L, A defined in (8.3) by (2.5). In (8.5), {3, 3} is given 
by (S. 2) when we replace a;, by am' 

The barred J:"'(x) satisfy now a set of ordinary 
coupled differential equations that come from the 
equation 

=6{3 3}f~ ap~j1.L _ 1 a P;o.j1. L] , lJ3 af3 (32x ax 

(8.7a) 

where we made use of the explicit form of the epd and 
of the fact that V2{3,3}=O and from (4.1) we have 

6(_)m a{3,3} ~ 
'" aa m aa_ m 

_to for Q={1,2},{2,2},{3,O}, 

- 6{3,3} forQ={2,0} 
(8.7b) 

From (4.2), (8.7) we see then immediately that the 
set of coupled ordinary linear differential equations 
that the J:"'(x) satisfy becomes 

+ S(n + l)(n + 2)J::::(x) + [(1' + 3j..L - n)(T + 3j..L - n + 3) + (20' + 2T + 2n)(1' + 3j..L - n)]Jt'" (x) 

-QT"'( ) 
+6(3j..L +T _ n)J:"'(x) - 6x dfna.x x =0. (8.8) 

As in (3.7) we can now write 
I 
have 

{3, 3}P>,"'L(a m) = f3~ cpfrL (Y).ofi(,9 j) (S. 9) g~3)(y) = Y1iI7'3"f3"3[laxa]2XaJ: 
K 

and thus from the discussion in Sec. 3 we immediately 
obtain 

cprL(y) =6 G'l' (y)J:T'" (x), (8.10) 
n 

where 

G~L('Y) =6 (L3Kk I LK)G7l<'Y)g~3)('Y), (S.l1) 
Kk 

in which ( I ) is a Clebsch-Gordan coefficient of 0(3), 
G~L('Y) is given by (3.22), and from (3. lObI), (1. 3) we 
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(8.12) 

From (S. 12) and the properties of Clebsch-Gordan 
coefficients we conclude that 

(8.13) 

We now turn our attention to the development for odd 
angular momentum of the states lXj..L.L} in terms of 
polynomials in the epd of the creation operators alone. 
As a first step we require the development of the state 
of lowest odd angular momentum, Le., £=3 in terms 
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of epd in the 11 m and from (3. 28b1) it takes the form 

1311 + 3, 11, 3}= (3, 3)L;:8:(2, 0)3'(3, 0)"'-2r 10). (8.14) 
• 

To determine the coefficient B: we recall that the 
polynomial P 3"'.3.,..3(a m) is, from (2.31), given by 

P 3"'.3, "'.3(a m) 

xL; (_). (211 + 1 - 2r)! 1 xl'-2r 

• (J.1. - 2r)! (2r) J ! 

xL; (-)'(2J.1.+ 1- 2r)11 J2 0}3'{3 0}"'-2' 
r (J.1.-2r)lrJ 1:, , , 

(8.15) 

where we made use of the expansion of the associated 
Legendre polynomial P~.l (x) and Eqs. (3.10), (3.11). 
From the discussion in section 6 that relates polynomials 
in the a m of the type (8. 15) with those in the T/ m of the 
form (8.14) and using (8.12) we conclude that we can 
take for B: the value 

.8'" = (_). (2J.1. + 1- 2r)l! 
• rl(Il-2r)1 

(8.16) 

NOW, to calculate 1~J.1.L}, the procedure is exactly 
the same as in Sec. 5, and noting in particular that 

[~2' (3, 3)]=0 

we obtain immediately that 

1~IlL} 

= (3, 3) L;C~"'(l, 2)O+T-"(2, 2)" 
r.n 

x (3, 0) "'+T-2.-n(2, 0)31'-H"/0), 

where 

3"ul (x +3)1 (-)'2'(2J.1. + 21' + 1 - 2r)1 (3r) I 
= 2 "'.nn I (2x +7)lrl(1l +1'-r)l{jl +1'-n-2r)1 

(8.17) 

(8. 18) 

xL; (-4)8(1'+S)I(2X+7-2s)1 
8.0 s 1 (u - s)! (1' - n + s) ! (3r - T + n - s)! (x + 3 - s)! 

(8.19) 

Obviously the polynomial {3, 3}PA"'L(a",) of (8.5) has 
the same form as (8.18) but with the curly epd's func
tion of a m replacing the round ones depending on T/ m 

that appear in the latter. Considering the relation (8.6) 
that defines f:r"'(x) we conclude that 

J;T"'(X) = ",.-5/4(_ ) "'+T-n2 ("'+T-n+A) /2 L; C~~"'2-'x"'.T-n-2', 

• (8.20) 

where C~~'" is given by (8.19). 
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Thus all the results we have derived for even angular 
momentum can also be obtained in the odd case. 

9. THE REDUCED WIGNER COEFFICIENTS IN THE 
CHAIN 0(5) :J 0(3) 

In Sec. 1 we indicated that the matrix elements we 
are interested in for the collective model of the nucleus 
are of the type (1.18) where the operator Ti"'L(a",) is a 
polynomial in the am that satisfies Eqs. (3.3), (3.6) and 
thus is identical to the polynomial P~"'L(am)' Thus we 
are justified in writing the relation 

T~L (a m) = t3A.0 cpyL (I' )Dt} (J j) (9.1) 
K 

and the matrix element (1. 18) requires then for its full 
determination the reduced Wigner coefficient (RWC) in 
the 0(5) ~ 0(3) chain given by (1. 20), L e., a single 
integral in I' of the product of three cp;tL(y) functions with 
an ordinary 3j symbol. Making use of the expression 
(3.24) we can also write it as 

(XJ.1.L; X'J.1.' L'; X"Il" L") 

= .0 fo' {[ 2:) (~; ~)G'}f(Y)G%f' (y)Gr.L"(y)l 
"rt nit KK' K- 'J 

XfnOT"'(X)f:"''''(X)f~'''H(X)} sin3ydy. (9.2) 

In (9. 2) (~ f: f::) stands for a 3j-symbol while the 
G~hl'), f:''''(x) are given by (3.22), (7.2), respectively. 
Note that the RWC are symmetric, except for a phase, 
under exchange of the triplets XiJ. L and thus they corre
spond to a kind of 3j symbol for the chain 0(5) ~ 0(3) 
rather than the RWC proper for which certain orthonor
malization conditions are required which (9.2) does not 
satisfy. We shall continue though to call them RWC. 

To evaluate (9.2) we note that the square bracket 
appearing there must be a function of x = cos3y only 
because of the symmetry properties of the functions 
C'}l(y) which follow from those of cpi"'L(y) discussed in 
Refs. 2 and 15. We can then write 

" (L L' LII)cnL( )CrfL'( )Cn'"L"() 
L.J KK'T.rlf KY K' I' KH Y 

KK'K" 1). 

=L; M.(nL, n' L', nil L")P .(x), (9.3) 
r 

where the coefficients Mr(nL, n' L'. n" L") will be dis
cussed in another publication and Pr(x) are Legendre 
polynomials of order r. Thus we can finally write for 
the RWC in the 0(5) ~ 0(3) chain the expression 

= .0 ".0Mr (nL, n' L', n" L") 
nn'n" • 

x J 1 P • (x)jt.,. (x)f::"""(x)j;::'''·''''' (x) dx. (9,4) 
-1 

If we put in the explicit form of the polynomial func
tions appearing in (9.4) all integrals reduce to the 
trivial one 

r xJ>dx =(1 + (-l)P](p + 1)-1, (9.5) 
-1 

and thus we obtain the RWC in the 0(5)~0(3) chain as an 
explicit summation of products of factorials. 
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Programs are being developed for the evaluation of 
(903), (9.4) and they will be published together with 
pertinent tables in the book mentioned in the introduc
tion. We wish to stress that for the problem of potential 
energy surfaces discussed in Sec. 1 we make use only of 
theRWC 

(3J.L, J.L, 0; A' J.L' L; A" J.L" L), (9.6) 

while for the quadrupole transitions we require only 

(1,0,2; A' J.L' L'; A"IJ-" L"), 

(2,0,2; A' J.L' L'; A" J.L" L"). 

We are also interested in the particular case of 
RWC (9.6) corresponding to J.L =0, Leo, 

(000; AIJ-' L; AIJ-" L)o 

This is not as simple as the 3j symbol 

(
0 L L) =(2L+1)-1/2(_1)M 
OM-M 

(907a) 

(907b) 

(908) 

(9.9) 

of the 0(3) group. We require its evaluation in compact 
form for the discussion of the linear independence of 
the states IAIJ-L} with fixed A, L, but different IJ- as 
mentioned in Sec. 2. Furthermore, programs for it 
allow us to pass from the complete though not orthonor
mal set of states I AJ.L L} to an orthonormal one. 

While some of the problems mentioned in this paper 
require further mathematical analysis, we hope to have 
established to the satisfaction of the reader that many 
problems in the collective model of the nucleus are 
essentially of a group theoretical nature. 
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A systematic investigation of the PetroY G4 types 
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In order to investigate exact solutions in general relativistic cosmology, one usually assumes the spacetime 
possesses symmetry. Here, we study exact solutions for the Petrov four-parameter Lie groups G., acting on 
nonnull hypersurfaces where the energy-momentum tensor is that of a pressureless perfect fluid (a so
called "dust"). We find that the preponderance of solutions are for a spacelike dust and, in several cases, 
are able to give their explicit forms. Among these are spacelike versions of previously known timeIike 
matter cosmological models. 

1. INTRODUCTION 

In recent years, there has been an increasing interest 
in anisotropic and partially anisotropic cosmological 
models on the part of general relativity theorists. This 
new attention paid to an area once considered purely 
as a study of the mathematical properties of the Einstein 
field equations has been stimulated for several reasons: 
the search for a method of particle creation in the had
ron era, the possible presence of a primordial magnetic 
field, the affects of shear in the early evolution of the 
universe, and as a means of explaining the presently ob
served isotropy of the 2.7 K background radiation, 
galaxy counts, and the distribution of cosmic ray 
particles. 

To find an exact solution of the field equations of 
general relativity, 

RjJ - tglJR + AglJ = T IJ • (1) 

where RIJ is the Ricci tensor, glJ the metric tensor 
with signature (+ + + -), A the cosmological constant 
(possibly nonzero), 1 and T IJ the energy-momentum 
tensor, one may assume that the spacetime possesses 
some type of symmetry. Such an assumption gives us, 
for example, the well-knOwn Schwarzschild solution. 
In cosmology, the same approach may also be employed 
where the symmetries are assoicated with the homo
geneity and isotropy of the model. The assumption that 
a Bianchi three-parameter group acts on a three
dimensional spacelike hypersurface (homogeneity) has 
been made by numerous authors, beginning with Taub2 

and Heckmann and Schucking3 (who investigated anis
tropic cosmological models). 

In this paper, we will search for exact solutions to 
cosmologies where the spacetime admits a four-param
eter group of isometries acting on three-dimensional 
nonnull hypersurfaces in which the matter is described 
by a pressureless perfect fluid energy-momentum ten
sor ("dust") and where the cosmological constant may be 
nonzero. 

In Sec. 2, we will give the general form of the metric 
based on the above assumption, as well as the sym
metries of UI(xJ), the four-velocity of the dust source. 
Section 3 will contain the itemized results of our study, 
while in Sec. 4 we discuss the consequences of these 
findings: In particular, since in aU but one case a 
spacelike dust is allowed if not, in fact, reqUired, some 
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thought must be given to the place of such solutions in 
general relativity. 

2. THE FORM OF THE METRIC AND THE 
CONDITIONS ON Ui(xi) 

Our cosmological solutions will be based on only 
three assumptions, the first of which is the validity of 
the description of the gravitational field by Eq. (1). We 
next require that the spacetime admit a four-parameter 
Lie group of continuous transformations where the in
finitesimal generators of these mappings are written 

a 
XA = (~: axl (i = 1,2,3,4 A = 1,2,3,4), (2) 

where 

(3) 

and where C~B are the structure constants of the group. 
The generators satisfy Killing's equation 

!:i'J + ~ J'I =0, (..41' (A)' 
(4) 

which implies that they form a four-parameter group 
of isometries (the semicolon denotes a covariant deriva
tive). The group (in Petrov's4 notation a G4 ) will act on 
a three-dimensional nonnull invariant variety V3 (or 
"orbit"), and thereby possess a one-dimensional iso
tropy group, 11 •

5
-

8 The groups G4I-G4VII have three
parameter subgroups which act on a V3 , while the sub
group of G4VIII acts on a V2 and is therefore the maxi
mal group on the V 2.

9 In group theoretic terms, G
4
I-G

4 
V 

have a subalgebra composed of the Killing vectors Xl 
and X 2 , G4VII have an Abelian subalgebra of (Xu X

2
, 

X 3 ), while G4VII and G4VIII have three-parameter 
semisimple subalgebras formed by (~, X 2 , X

3
). 

Now, let us find the general form for the metric 
from our second assumption. Since the order of G

r 
is 

four, the dimenSion of spacetime is four, and the rank 
q of the matrix M, where 

(5) 

is three, the group acts transitively on a Vs (see Refs. 
10 and 11 for a G4 on a null V3 ). Choosing coordinates 
so that these hypersurfaces are described by X4 = const, 
the definition of an absolute invariant implies that 
~4=0, arid consideration of Killing's equation demon
strates that g41 = 0. 12 Then the metric is written as 

ds2=haa(xl)dxadxi3+e4(dx4)2 (a, ,8=1, 2, 3), (6) 
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where e4 = ± 1 is determined from the condition that the 
determinant of the metric must be negative, i. e. , 
principle of equivalance is satisfied. 

Our third assumption is that the source of the gravi
tational field is a pressureless perfect fluid, so that 

(7) 

where p is the invariant density of the dust. The motion 
of the dust in spacetime is restricted by four conditions: 

(1) L l VI =0, (8) 
IA) 

where L / is the Lie derivative with respect to the 
(AJ 

Killing vectors. For a proof of Eq. (8) see Ref. 13 

(2) V VI ={+ 1-spacelike dust, 
I _ 1-timelike dust. 

(9) 

The choice of this sign is not arbitrary, as it will be 
dictated by the signature (+ + + - ), condition (1), and 
the fact that the determinant of the metric be negative. 
This is a significant comment in view of our results. 

(3) UI;JVJ=O, (10) 

which is the geodesic equation. 

(4) gljUI ~J = const. (11) 
rAJ 

These four conditions will give us the form for Vi (xi) 

even if we are unable to solve the field equations in a 
closed form. See Ref. 14 for a brief summary of our 
results. 

3. THE PETROV G4 TYPES 

(i) G41 

The metric and Killing vectors are correctly listed in 
the English edition of Ref. 4 where c:::: a in the commuta
tion relations when the group is assumed to act on a V3 • 

The line element may be written 

ds2 = 2A(x4)dxldx3 + B(X4)[dx2 + x ldx3]2 + (dX4)2, (12) 

where Xl is a null coordinate and (X2, X3, x4
) are space

like. Here e4 must be chosen to be + 1 to make the 
determinant negative. We find, by utilizing the condi
tions on the four-velocity, that 

(13) 

Thus, even though neither exact vacuum nor dust solu
tions are known, any such solutions with a pressureless 
perfect fluid would represent a space like dust. 

(ii) G4II 

This algebra, when applied to a V3 , does not allow a 
gravitational field since all of the metric coefficients 
vanish. 

(iii) G4III 

The Russian edition of Petrov's book15 contains an 
error in X4 , whereas Ref. 4 has the correct form for 
both the metric and the Killing vectors. The 4-velocity 
is purely timelike with VI = o~. There are no known 
exact vacuum or dust solutions. 
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This metric has been extensively investigated by Ray 
and Foster. 16 They found that 

(14) 

where Q' (X3), (3(x3) are unknown functions and (Xl, r, x3) 
are spacelike coordinates. One may perform a trans
formation to align Vi (xJ ) along either the Xl or x3 axis, 
which facilitates solving Eq. (1). 

(v) G4V 

This G4 contains a Bianchi G3V subgroup acting simply 
transitively on the V3 which is a spacelike hypersurface 
of negative curvature. This metric may also be obtained 
by a noncentral extension of G3VIIIo in the Bianchi-Behr 
classification,l? In general, VI(XJ) has both spacelike 
and time like components 

(15) 

(where Q', (3 are arbitrary functions of X4, the timelike 
coordinate) and thus is often referred to as a "tilted" 
cosmological model,18 which is of considerable interest 
in connection with a whimper singularity. 19,20 It is the 
only such titled dust model among the G4 on V3 metrics. 
The timelike dust solution was found by Farnsworth. 21 
It should be noted that a transformation may be per
formed resulting in Vi = 61. and a spacelike dust solution 
analogous to Farnsworth's may be obtained. 

(vi) G4VI1 

By assuming a four-parameter group G4 which con
tains a three-parameter Abelian subgroup acting simply 
transitively on a V 3' one can alter the form of the fourth 
Killing vector X 4 and change the entire cosmological 
model. This has been done by Petrov but, unfortunately, 
a considerable amount of confusion has ensued as re
flected in a comparison of the group structures as 
listed in the English,4 German,22 and Russian15 editions 
of his book. Because of this difficulty, in this and each 
of the following three subsections, we will not only 
present new solutions, but endeavor to establish a uni
form notation of G4VII by listing both the metric and 
X 4• The first three Killing vectors remain unchanged: 
They are 

(16) 

For G4Vlu 

ds2 =A2(x4)(dx l )2 + 2B2(x4)dx2dx3 + (dX4)2, (17) 

.2 0 3 0 
X4=X a? -X ox3' (18) 

which is denoted by G4VI1 (with k = - 1, l = 0, € = 1) in 
Ref. 15, G4V1t [withcase(v)pluse::::O, c=-l]in 
Ref. 22, and does not appear in the English edition. 4 
The metric may be easily diagonalized to demonstrate 
that it represents a static spacetime where 

(19) 
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and 

(20) 

admitting a spacelike dust only (after the transformation, 
X4 is timelike, Xl, x?-, XS are spacelike coordinates, and 
a, (3 are arbitrary functions). From Eq. (1), GIS 
=pai3=O, so we have two possible cases: a=O or /3=0. 

a = 0: For 1\ = 0 and VI = o~, 

A(z)= CI ZZ/ 3 + CzZ-I / 3 , B(z)= (3Z)Z j
3, (21) 

p(z) = ~CI (C IZz + CZZ)-l = 4CI3
1/3[AB]-I, 

where CI are constants and x3 = z. If C I =0 and Cz'" 0, 
then we have a Kasner vacuum solution with a spacelike 
variable. z3

-
2s For C,,,,O and Cz=O, then 

(22) 

which is an Einstein-deSitter model for space like dust. 

{3= 0: If we allow for the possibility that 11. may be 
nonzero and negative then we find 

A=const"'O, B=exp[_(_A)I / Zz ], p=-2A (23) 

and R= 611.. 

There also exist solutions for a = ° (11. '" 0) and /3= 0 
(11. = 0), but they are either not easily integrable or 
represent flat vacuum solutions. The existence of these 
latter solutions will be found in most of the cases which 
we consider, but they will not be explicitly indicated. 

(vii) G4VIz 

Here 
1 0 Z 0 (Z . .3) 0 ( t) (24) X4=EX oxl +kx oxz + x +k:x ox3 k,E=cons 

which, when substituted into Killing's equation, shows 
that this group does not admit a gravitational field be
cause this forces the determinant of the metric to be 
zero. This conclusion is correctly attributed to G4VIz 
in Ref. 22, but is listed as G4VIg in Ref. 15, and in the 
English edition,4 the correct commutators are given 
for G4VIz, but the group is later mislabeled as G4VI3 • 

(viii) G4VI3 

As in the previous subsections, we first need to 
establish a uniform notation. What we will denote by 
G4VIg is similarly marked in Ref. 22, labeled as G4VI4 

in Ref. 15, whereas Ref. 4 has the G4VIg commutators 
mixed with the G4VI4 metric. In all cases, k=E=O. 
Following the German edition, G4VI3 is the group with 

ds z =A(x4 )[2 dx1dr + (dX3)Z] + B(X4)(dxZ)Z + dX4)Z, (25) 

.-2 0 3 0 
X4=:X- ~ -x -I' 

oX ox 
(26) 

where the conditions on Vi (xi) yield 

Vi = a(x4 )o! + o~. (27) 

The field equations (1) require a(x4
) = 0, so Vi = o! which 

is a space like 4-velocity. 

For 11.=0, x 4 =r, 

A(r) = (k l r+ k Z)4 / 3, 
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B(r) = C1 (k 1 r+ k z)4 / S + Cz(k l r + k Z)I / S, 

p=ik~(kl T+ kztZ, 

J. Math. Phys .• Vol. 18. No.5. May 1977 

(28) 

where Ci and ki are constants. 

For A", 0, we find two sets of solutions, 

A(r)= Cs exp[ - t{311.)l/z r ], 

and 

B( r) = C4 exp[t(M)I/Z r ] + Cs exp[ - i(3A)I/Z r ], 

p=O, 

A(r)= Cs exp[H3A)1/2r ], 

B( r) = C7 exp[i(3A)1/2 r ] + Ca exp[ - t(3A)l/zr], 

p=O, 

both of which represent curved vacuum solutions. 

(ix) G4VI4 

Here, 

(29) 

(30) 

ds z = AZ(X4)(dxl )Z + BZ(X4)[ (dXZ)2 + (dX3)Z] _ (dX4)2, (31) 

s 0 Z 0 ( ) 
X4 = - x a? + x 2x3 ' 32 

which is listed at G4VI4 in Ref. 22, G4VI2 in Ref. 15, 
and the G4VI4 commutators are with the G4VII ,2 metric 
in Ref. 4. Besides having a Bianchi type I subgroup, 
the Killing vectors (Xl' X z , X 4 ) form the group GsVII 
which, when it acts on a Vz, represents the case of 
planes symmetry.17,Z6 We find that Vi(x/) has both a 
spacelike and timelike component, 

Vi = a(x4 )of + /3(x4 )o!, (33) 

where a(x4) and !3(X4) are arbitrary functions of the 
time like coordinate X4. However, Eq. (1) leads to 

G14 =pAZ(x
4
)a!3=0, (34) 

so that we have two possible cases: a = ° or j3 = O. 

a = 0: This case represents a timelike dust. For A 
=0, X4=t, 

AU) =KI (CIt + Cz)-I/S + KZ(Clt + Cz)ZIS, 

B(t) = (Cit + C2)2 /3, (35) 

p=~C~Kz[ABZ]-1 , 

where C i and Ki are constants and which, for K z = 0, 
leads to the Kasner vacuum solution with a timelike 
variable. This solution has been studied extensively by 
Thorne,27 Zel'dovich, Z8 Jacobs., 29 and Vajk and 
Eltgroth. so 

For 11."'0, 

A(t) = Ks exp[t(3A) I/Ztl- K4 exp[ - i(3A)I/Zt], 

B(t) = Ks exp[t(311.)1/2t], p = ~AK4[ABZ]-I. (36) 

As far as the authors are aware, the existence of this 
solution has been discuss~d, 3,31,32 but never expUcity 
stated. For K4 = 0, we have a conformally flat deSitter 
vacuum solution. 

(3 = 0: For A", 0, we find the following space like dust 
solution where Vi = of: 

A(t) = const", 0, B(t) = k exp[ - (A)I/Zt], 
(37) 

p= -211., 
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which is similar to a static solution found for G4VI1. 

(x) G4VII 

This case, and the following one, are the well-known 
Kantowski-Sachs models, 8,9 where 

(38) 

where (Xl, X:, x3
) are spacelike and X4 = t is timelike 

and 0', {3 are arbitrary functions. The field equations 
lead to the possibility of two cases: 0'=0 or {3=0. The 
0'=0 (Vi=O!) case has been investigated. For {3=0, 
A*- 0, we find 

A=const*- 0, 

B(t) = i\. _1/2 sinh(A)l /2(t + to), 

p= -2Acoth(A)1/2(t+ to), 

as an expanding spacelike dust solution (to = const). 

(xi) G4VIII 

(39) 

Proceeding as in the previous section, we again obtain 
(38) for the four -velocity. The 0' = 0 solutions have been 
studied by Kantowski and Sachs. For {3 = 0, A = 0 there 
do not exist any real solutions, while for {3= 0, A*-O we 
find 

A= const*- 0, 

B(t) = Hexp( (A)1/2(t - to)] + A _1 exp( - (A)1/2(t - to)]), 
(40) 

p= -2A 

which represents an expanding spacelike dust with VI 
= o{ and X4 = t being a timelike coordinate. For A = 1, 
B(t) = cosh(t - tol. 

4. CONCLUSIONS 

What we have done is to analyze, in a systematic way, 
all of the Petrov four-parameter Lie isometry groups 
which act on a nonnull V3 and have a dust source, i. e. , 
to solve 

(41 ) 

by having made the physically reasonable assumptions 
that (1) spacetime has an intrinsic symmetry and, (2) 
the matter in the model universe may be represented 
by a pressureless perfect fluid. Our approach has en
countered solutions which have been previously investi
gated, as well as demonstrated the existence of space
like dust versions of the Einstein-deSitter and Farns
worth models. 

For a nonzero A, and assuming that machine calcula
tions would yield solutions in G4I and G4III, we find that 
spacelike dust models occur for all groups with the ex
ception of G4III. Whether the affects of A are physically 
observable or it has arisen purely from a mathematical 
motivation, it should be noted that for a vanishing A, 
we only have spacelike dust solutions in G4IV, G4 V, 
G4VIu and G4VI3 • 

The results of our research raise an important 
question: What is the place of the spacelike dust solu
tions (sometimes referred to as "tachyons") in general 
relativistic cosmology? The existence of such tachyon 
cosmologies is beyond doubt when one considers the 
work of this paper and those of Gott33 and Davies. 34 In 
much of the previous research, one initially proposes 
a tachyon model and then proceeds to analyze the con-

884 J. Math. Phys., Vol. 18, No.5, May 1977 

sequences. Here, we never intended to hunt for such 
solutions-they just naturally sprang from our assump
tions. Also, the tachyons in these models generate the 
metric and are not solely a test field. It appears that 
tachyon solutions permeate the set of exact solutions 
with dust sources especially in the Petrov G4 on V3 type 
gravitational fields. It is interesting that the only homo
geneous spacelike dust solutions known are (37), (39), 
and (40). From one point of view the existence of solely 
spacelike dust solutions, e. g., G4IV, for a given metric 
might imply that the metric is unphysical and should be 
disregarded. It has been the purpose of this paper to 
discover in a systematic manner what types of dust 
solutions arise in gravitational fields having certain 
symmetries. Whether the suggestion of so many tachyon 
solutions has physical significance must await future 
results of experimental physics. 
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Investigations of space-times with four-parameter groups 
of motions acting on null hypersurfaces 

* W. T. Lauten, III and J. R. Ray 

Department of Physics and Astronomy. Clemson University. Clemson. South Carolina 29631 
(Received 12 July 1976) 

An investigation of all metrics having a four-parameter group of symmetries with null three-dimensional 
orbits is made. An attempt to solve the Einstein field equations using various simple energy-momentum 
tensors, with one exception, gives incompatible sets of equations. The exception is a solution for a null fluid 
possessing the G.I1 group of symmetries. 

I. INTRODUCTION 

In a previous paper1 we investigated space-times 
having a particular four-parameter group of motions 
(G4 VII1) acting on null three-dimensional hypersurfaces. 
In that work we attempted to solve the Einstein field 
equations using a number of simple energy-momentum 
tensors. We obtained the result that no gravitational 
field was compatible with the symmetry under consid
eration. We have since investigated all metrics ob
tained by allowing a four-parameter group to act on 
null three-dimensional hyper surfaces in an attempt to 
determine whether this unusual behavior, which we 
found in space-times with one group of symmetries, 
was characteristic of spacetimes with other symmetries 
of the same class. 

Briefly, the investigation involved obtaining the form 
of the Killing vectors from the equations of structure 
of the group and the assumption that the orbits of the 
group were null hypersurfaces. Killing's equations, 

~'lJ+~J;I=O, 

were then used to obtain the general form of the metric. 
We then calculated the components of the Einstein tensor 

and attempted to solve the Einstein field equations, 

Go = T,J' 

Actually Kruchkovich2 and Petrov3 have obtained the 
Killing vectors and general metrics for all four-param
eter groups whose orbits are three-dimensional null 
hypersurfaces. Thus it was only necessary to calculate 
the Einstein tensor and attempt to solve the fluid 
equations. 

The results of this work are discussed in Sec. II and 
tabulated in Table I. In Sec. ill we present an example 
which illustrates how the results in Table I were ob
tained. We have chosen the G411 symmetry as our ex
ample since of all the cases studied (54 in total) this 
symmetry contains the only case for which a solution 
was found. Other examples for the G, VII1 symmetry 
have previously been discussed. 1 

II. REVIEW OF RESULTS 

Table I presents a tabulation of the results of this 
work. Listed in the left hand column are all symmetry 
groups of the type under consideration. The notation is 
that of Kruchkovich2 and Petrov. 3 G,I, for example, 
means the group has four parameters and is the first 

TABLE I. The results of attempting to solve the Einstein equations for various four-parameter groups which generate three-di
mensional null surfaces are tabulated below. The crosses imply that a consistent set of equations does not exist. A solution was 
found for the G4It symmetry with a perfect fluid as the source. 

Massless Massive Massive Dust E&Mand Dust and 
Traceless Perfect Scalar Scalar Vector and Massless Massless 
Fields Dust Fluid Field Field Field E&M S.F. S.F. 

G4Il X X soln. X X X X X X 

G412 unphysical g> 0 

G4 II does not generate null hypresurfaces 

G4 III incomplete group 

G4 IV unphysical g> 0 

G4 V X X X X X X X X X 

VI2 
G4 & incomplete group 

VI 

G4 yIlt X X X X X X X X X 

G4 VIT2 X X X X X X X X X 

G4 Vm2 X X X X X X X X X 

G4 VID2 X X X X X X X X X 
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one listed in the classification of such groups. The top 
row indicates the various energy-momentum tensors 
that were used as sources in the Einstein field equations 
(e. g., dust, perfect fluid). We also tried massive fer
mions in a few cases but found no solutions. 

One notes that in a number of cases there are two 
metrics and two sets of Killing vectors corresponding 
to one set of structure equations, for example G4 VIIl 
and G4 VII2. These different cases arise depending on 
whether or not a subgroup of the group contains a null 
Killing vector. 2 

In two cases, G4I2 and G4IV, the metrices obtained 
are unphysical since their determinants are positive 
and hence they are not Minkowskian. 

There is no group with the G4il equations of structure 
whose operators have null three-dimensional hyper sur
faces as their orbits. The structure equations, when 
solved with the restriction that the Killing vectors act 
in the null hyper surface, in one case lead to a contra
diction and in a second case give Killing vectors which 
produce a metric with determinant zero. 

In three cases, those with the G4Ill, G4 VIii and G4 VI2 
symmetry, the four-parameter group corresponding to 
the metric obtained by solving Killing's equations is not 
the complete group. Upon solving Killing's equations 
for the Killing vectors, using the obtained metric, we 
find that the metric actually admits more than the origi
nal four Killing vectors. Thus we say the group is not 
complete. 

The crosses (X) in the blocks indicate that a compati
ble set of Einstein field equations does not exist for 
those cases. We do not mean that the field equations 
could not be solved, rather that an attempt to solve the 
equations resulted in a contradiction. As we mentioned 
earlier, in only one case, that of a perfect fluid in 
a space-time with the G4Il symmetry, was a solution 
found. 

III. EXAMPLE 
In this section we give an example which illustrates 

the results tabulated in Table I. We have chosen the 
G4Il symmetry for this purpose. 

The null hypersurface generated by the Killing 
vectors, in the coordinate system used by Kruchkovich 
and Petrov, is given by X4 == const. The metric for 
the G4Ij case is 

ds2 == y2 exp(- 2x3) [2dxl dx4 + (dX2)2] + z2(dx3)2, (3.1) 

where the functions y and z depend only on x4. 

The Killing vectors are 

Xl ==Pt, 

X2 ==P2' 

X3 ==x2Pl - ~P2' 

X 4 == 2xlpl + x2P2 + P3, 

(3.2a) 

(3.2b) 

(3.2c) 

(3.2d) 

where p, == a/ax'. Note that Xl is a null Killing vector 
and that none of the Killing vectors have a component 
in the X4 direction since they all must lie in the null 
hypersurface X4 == const. 
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We diagonalize the metric and obtain 

ds2 == y2 exp(- 2x3)[(dxl )2 + (dx2)2 - (dx')2] + z2(dx3)2 (3.3) 

where now the functions y and z depend on xl - x'. 

The transformed Killing vectors are 

1 
Xl == ..f2 (PI + P4), 

X2 ==P2' 

(3.4a) 

(3.4b) 

(3.4c) 

(3.4d) 

The Einstein tensor in the coordinate basis of the 
metric (3.3) has components 

2y,2 y' Z' 2y' Z' 3y2 
Gu == --::r - - - - + -- + -:r exp(- 2x3), (3.5a) 

y y z yz z 

GI3 ==-2z'/z, (3.5b) 

- 2y,2 y" zIt 2y'z' 
Gt4 == ----yr- + Y + Z - ---yz , (3.5c) 

3y2 
G22 == -:r exp(- 2x3), (3. 5d) 

z 

G33 ==3, (3.5e) 

G34 ==2z'/z, (3.5f) 

2y,2 y" zIt 2y'z' 3y2 3 
G44 == -:::r - - - - + -- - -:r exp(- 2x ) (3.5g) 

y y z yz z ' 

where the prime indicates differentiation with respect 
to xl - x4. All other components are zero. A1l calcula
tions of the Einstein tensor have been checked by com
puter calculations. 

The scalar curvature is 

R==-12/z2. (3.6) 

The Einstein field equations are 

G'J == T'J' (3.7) 

where TIJ is the energy-momentum tensor. 

It is immediately clear that there are no solutions 
for traceless fields (e. g., vacuum, electrovac, neu
trinos, etc.) since by (3.6) and (3.7) the trace of the 
energy- momentum tensor can never be zero. 

The next case we try is dust with energy-momentum 
tensor 

TIJ ==pu,uJ, (3.8) 

where p is the density and u, is the 4-velocity of the 
dust. 

The Einstein field equations are 

Gu == p(Ut)2, 

G13 == PUtU3, 

Gu =PUtu41 

Gn ==P(~)2, 

G33 == p(ua)2, 

Ga4 == pU3u4, 

W.T. Lauten, III and J.R. Ray 

(3.9a) 

(3.9b) 

(3.9c) 

(3.9d) 

(3. ge) 

(3.9f) 
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(3.9g) 

From (3. 9d) we see that u2 cannot be zero. But GS2 
== 0 implies PUSU2 == 0 or Us == 0, If Us == 0, then (3. 9a) and 
(3.9c) imply 

3(y2/Z2) exp(- 2x3) == 0 

which is a contradiction, 

We now turn to the perfect fluid with energy-momen
tum tensor given by 

T'I == (W+P)u,uI +g'JP , 

where W is the energy density and P is the pressure. 

The field equations are 

Gu == (W + p)(US)2 + y2 exp(- 2%3) P, 

Gt3 == (W + P) USU3, 

G14 == (W + P) UtU4, 

G22 == (W + P)(U2)2 + y2 exp(- 2x3) P, 

(3. lOa) 

(3. lOb) 

(3. 10c) 

(3.10d) 

G33 == (W + P)(U3)2 + z2p, (3.10e) 

G34 == (W + P) u3u4, (3. 1 Of) 

G44 == (W + P)(U4)2 - y2 exp(- 2x3) P. (3. 109) 

From Eqs. (3. lOa), (3.10c), and (3. 109) we can 
easily show 

u1 = - u4' (3.11) 

Then subtracting (3. 109) from (3. lOa) results in 

P=3/z2• (3.12) 

Now Eqs. (3. 10d) and (3. 10e) imply 

U2 =u3 =0, 

which with (3. lOb) give 

z = const and P == const. 

The Einstein equations now are reduced to one 
equation 

Making the substitution 

y==l/A, 

we obtain the equation 

(3.13) 

A" -fA=O (3.15) 

which may be solved once the functionf is specified, 

Since the pressure in this solution is constant we may 
interpret it as a cosmical constant in the Einstein equa
tions. Furthermore, the 4-velocity of the fluid is null 
as implied by Eqs. (3.11) and (3.13), hence our solution 
describes a null fluid. Null fluid solutions have pre
viously been studied by Bonnor. 4 The gS3 component of 
the metric is constant, however, no additional symme
try is introduced by this. The solution is not flat as is 
clear from (3,6), 
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We next attempt to find a solution for the massless 
scalar field with energy-momentum tensor 

T'J = I/>"I/>,J - %g/JI/>,kl/>,k 

where I/>(x') is a scalar function of the coordinates, 
and the comma denotes partial differentiation with 
respect to the coordinates x'. 

The Einstein equations are 

2 
G11 = (1/>,1)2 - ~ exp(- 2x3) I/>,kl/>,k, 

G13 = 1/>,11/>,3' 

G14 = 1/>,11/>,4' 

G22 = (1/>,2)2 - ty2 exp(- 2x3) I/>,~I/>,k, 

2 z2 k 
G33 = (1/>,3) - 2" I/>,kl/>' , 

G34 = 1/>,31/>,4' 

(3.16a) 

(3.16b) 

(3. 16c) 

(3, 16d) 

(3.16e) 

2 
G44 = (1/>,4)2 + ~ exp(- 2x3) I/>,kl/>,k. (3. 16g) 

We can show using Eqs. (3.16a), (3, 16c), and (3. 16g) 
that 

1/>,1 = - 1/>,4' (3. 17) 

Then subtracting (3.16g) from (3. 16a) gives 

l/>,kl/>,k=-6/z2, (3.18) 

but (3.17), (3.18), (3. 16d), and (3. 16e) imply I/>,kl/>,k == 0 
which is a contradiction, 

The massive scalar field gives a result similar to 
the massless scalar field and can easily be worked out 
by the interested reader. 

We next turn to the massive vector field with energy
momentum tensor 

T'J =g'kFlr Fkr - tg'J FkrF
kr + m2A,AJ - tg'J m2AkAk, 

where FIJ and A, are related by the equation 

FIJ =AJ" -AI,J' (3.19) 

In this case we make the reasonable assumption that 
the vector potential A, has the G4I1 symmetry, that is, 
the Lie derivative of A, with respect to the Killing 
vectors is zero. This is the first time we have had to 
make any extra assumption of this type. A similar 
assumption is also made in some other cases, for ex
ample, the case of the electromagnetic field coupled 
with dust. Without such an assumption we cannot make 
any progress towards a solution. The assumption that 
the Lie derivative vanishes is written 

L(AI=O. (3.20) 

Equation (3.20) implies that 

(3.21) 

where 0' = 0'(x1 - x4) and 13 = j3(x1 - x4). From Eq. (3.19) 
we find that the only nonvanishing components of F'J 
are 

(3.22) 

Where, again, the prime indicates differentiation with 
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respect to xl - x". One can show that 

FIJF1J =*FuFlJ = 0, 

where the star denotes the duality operation. Hence, 
the field is null. 

The field equations are 

(3/2 2 
• Gll = --:r- + m2(\!2 - pY exp(- 2r) m2f32, 

z z 

G13 = m2a f3, 

G14 = - f3'2/ Z2 _ m2a2, 

m2f32 y2 
G22 = - -2- ? exp(- 2x3

), 

G33 = m2(32 /2, 

G =+fl!+m2a2 +
y2 

exp(_2x3)m2(32. 
44 Z· 2? 

(3. 23a) 

(3. 23b) 

(3. 23c) 

(3. 23d) 

(3. 23e) 

(3. 23f) 

Equations (3. 23d) and (3. 23e) lead to a contradiction. 

Finally we attempt to solve the Einstein equations 
with a coupled electromagnetic field and dust as the 
source. The energy-momentum tensor is 

TIJ =pu,uJ + gi~FJmF~m - tg'J F~mF~m. 

The assumption we make in this case is that the elec
tromagnetic field tensor, F iJ , has the G(11 symmetry, 
that is 

(3.24) 

It has been shown by Wainwright and Yaremovicz5 that 
for nonnull fields L( F jJ = K* FtJ where K is a scalar. 
We assume K=O. 

Solving for FIJ in Eq. (3.24) we obtain 

0 y exp(- x3) 1/ 0 

FIJ= 
-yexp(-x3) 0 0 

-1/ 0 0 1/ 

0 - yexp(- x3) -1/ 0 

(3.25) 

when 1/ and yare functions of x1 _ X4. We find the field 
is null, that is, 

FtiFIJ *FIJ=O. 

The Einstein equations are 
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y2 v2 
Gll = P (Ut)2 + ::2" + -:2' , 

Y Z 

GIS =PUjUS, 

y2 V-
G14 = PUtU4 - ::2" - -:2' , Y Z 

G22 = p(Uz)2, 

G33 = P(U3)2, 

G34 =- m2af3, 

()
2 y2 v2 

G44 =p u4 +::2" + -:2' • Y z 
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(3. 26a) 

(3. 26b) 

(3. 26c) 

(3.26d) 

(3. 26e) 

(3. 26f) 

(3. 26g) 

Equations (3.26a), (3.26c), and (3. 26g) give 

Ul =- U4' (3.27) 

Then subtracting (3. 26g) from (3. 26a) gives 

2 
~ exp(- 2x3) = 0 
z 

which is not allowed • 

The remaining cases of the coupled electromagnetic 
and scalar fields and the coupled dust and scalar field 
work in a similar way, although there need be no as
sumption of symmetry in the case of the coupled dust 
and scalar field. 

IV. CONCLUSION 

We have investigated all space-time metrics having 
a four-parameter group of symmetries whose orbits 
are null three-dimensional hypersurfaces. We have 
attempted to solve the Einstein equations for each 
metric using various simple energy-momentum tensors 
as sources. We have found, with one exception, that 
each set of Einstein field equations is incompatible. 

The one exception is the set of field equations having 
the G4Il group of symmetries and a perfect fluid as the 
source of the gravitational field. The perfect fluid turns 
out to be a null fluid and the constant pressure is inter
preted as a cosmical constant in the Einstein tensor. 

When we began our investigation of gravitational fields 
having the four-parameter symmetry on null hyper
surfaces, we expected to obtain many solutions similar 
to the perfect fluid solution, or solutions for plane wave 
gravitational radiation in matter. It is still not clear 
why so many cases in this class of symmetries give 
incompatible field equations. The Bondi-Robinson 
plane gravitational waves are of type G4V~ which allows 
a fifth Killing vector. 

The Einstein theory of gravitation occasionally 
presents one with other curious results such as the 
existence of closed timelike lines, multiple universes, 
tachyons, and "ghost nuetrinos. 6" It has been shown 
that in the Einstein-Cartan theory "ghost neutrino" 
solutions are not allowed. r,8 It might be that the 
Einstein-Cartan theory would admit solutions for some 
of the symmetries discussed in the paper. This possibil
ity is being investigated by Kuchowicz. 8 
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A rank-two tensor is built out of the 4-velocities of two inertial observers, which corresponds precisely to 
the most general Lorentz matrix connecting the two Cartesian frames of the observers. The Lorentz tensor 
is then factorized as the product of two "complementary" space-time reflections. It is shown that the ftrst 
tensorial factor performs the very essential task (i.e., FitzGerald contraction and time dilation) of the 
corresponding Lorentz transformation, while the second factor is just an internal reflection performed in 
one and the same inertial frame. Thus, in its essential features, a Lorentz transformation between two 
different inertial frames obtains upon performing just one space-time reflection. It is also shown that the 
(same) Lorentz tensor of two inertial observers can be factorized into "complementary" reflections either 
by two hyperplanes with spacelike normals, or else by two hyperplanes with timelike normals, which 
geometric meaning is rather simple. An application of the presented formalism to Dirac's 4-spinor 
transformation law is also briefly discussed. 

1. INTRODUCTION 

In the present communication we discuss the kine
matics of Lorentz transformations from the point of 
view of the Minkowski geometry. Therefore, we shall 
adopt from the beginning the absolute 4-geometry stand
point based on the Lorentz transformation themselves, 
while characterizing a proper orthochronous Lorentz 
transformation by means of a space-time tensor, i. e. , 

L".=o~ -(u" -v")u. 

(1.1) 

In Appendix A we present some "vierbein" projection 
manipulations for the construction of this tensor. L~ is 
a rank-two tensor built exclusively out of the 4-velo~ 
cities u" and v" of two inertial observers, 1 and it 
represents the most general Lorentz transformation 
(keeping aside improper and antichronous transforma
tions) connecting the old v-frame with the new u-frame. 
Once found, one may easily check that Eq. (1. 1) indeed 
corresponds to a Lorentz matrix. Moreover, with the 
aim of properly interpreting the Lorentz tensor L~, 
let us briefly consider the active transformation of 
events 

(1. 2) 

from the v-frame standpoint; namely, we define x" 
=(t,x), x'''=(t',x'), v"=(l,O), andu"=y(V)(l,V), 
where V is the 3-velocity of the u-observer relative to 
the v -frame, and y(V) = (1 - V2)-1/2, as usual. Thus, 
from Eqs. (1. 1) and (1. 2), we get 

t' = y(V)(t - Vo x), (1.3) 

X'I=[O~ - V-2(1_ Y)VIVJ](Xi - Vit), 

that is, a proper orthochronous Lorentz transformation. 
The transformed event x'" has precisely the same 
space-time coordinates in the old v-frame as the object 
event x" would have once transformed to the new u
frame. This is the well-known feature relating active 
and passive transformations. 2 

The algebraic form of Eq. (1.1) is perhaps unneces
sarily cumbersome; we keep it as it stands, however, 
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for the explicit appearance of the vectors u" - v" and 
u" + v". The orthogonal projector o~- u"uv , helps 
clarify the space-time geometry involved in the L~ 
tensor. Indeed, this note aims to show that the abov!; 
Lorentz tensor can be factorized into two very special 
"complementary" space-time reflections (along two 
spacelike directions, or else, for that matter, along 
two timelike directions), and the rather simple geo
metric meaning of the involved reflections are exhibited. 
The group theoretic features related to this work are 
somewhat well known today, after algebraiC investiga
tions on orthogonal3 and pseudo-orthogonal4 groups in 
n-dimensional spaces. 5 In this sense, it should be men
tioned here that, in their formal content, our results 
are special cases of much more general results which 
hold good for noncompact groups. Our emphaSis in this 
communication, however, is not the group theoretic 
aspects, instead, it lies in the explicit absolute space
time characterization, of the issues involved. 

Going back to Eq. (1. 1) we observe that 

(1. 4) 

as expected, while 

(1.5) 

We see that L: produces the same hyper rotation on the 
4-velocities u" and if. This hyper rotation lies in the 2-
flat defined by u" and v". In other words, only the 
hyperplane spanned by u" and v" is to be "turned" by 
the right "angle", while the two-dimensional subspace 
orthogonal to that hyperplane remains fixed. This pic
ture characterizes the uniqueness of the result obtained. 
Furthermore, we see that L~~UA corresponds to a re
flection of u,. in the hyperplane orthogonal to the (u, v)
flat. Incidentally, as for infinitesimal Lorentz trans
formations, we write 

(1. 6) 

(with € > 0 a parameter of smallness, and v"w" = 0), 
and we readily obtain, from Eq. (1. 1), 

(1.7) 
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to the first order of approximation. Clearly, in the 
limit u" - v"', We have L~ = o~, as it should be. Equation 
(1. 7) neatly shows the well known fact that the skews
symmetric infinitesimal generators of the proper ortho
chronous Lorentz transformations of a v-frame are 
necessarily the Fermi-Walker "propagators" along the 
v" world line. 6 

Finally, we wish to mention here that an equivalent 
representation of a proper orthochronous Lorentz trans
formation by means of a space-time tensor has been 
discussed some years ago by Basanski,7 in the context 
of the null tetrad formalism. 8 Moreover, a decomposi
tion of the Lorentz transformation matrix into skew
symmetric tensors was attained by Basanski, while 
showing that any matrix describing a finite proper 
orthochronous Lorentz transformation of the null tetrad 
in Minkowski-space-time may be written as a polyno
mial of the second order in skew-symmetric tensors. 
Of course, both tensor representations (Basanski's and 
ours) of the Lorentz matrix are equivalent for they 
just correspond to a change of the space-time basis 
used therefor, 9 i. e., instead of null tetrads, we use 
orthonormal tetrads in this note. However, when one 
comes to the decomposition of the Lorentz tensor L~ , 
substantial differences appear between both geometric 
approaches. First, Basanski's decomposition obtains 
in terms of skew-symmetric tensors (i. e., space-time 
rotations), while ours, as we shall see presently, is 
attained in terms of symmetric tensors (i. e., space
time reflections). Hence, the geometric meaning of 
these decompositions is quite different. Next, while 
Basanski's approach is able to produce a decomposition 
of a null rotation transformation1o as the product of two 
second-rank tensor factors, 11 it fails to produce such a 
factorization for the most general proper orthochronous 
Lorentz transformation; namely, Basanski's second 
order polynomial expression for the L~ tensor12 may not 
in general be factorized into the product of two trans
formations, each represented by a second rank tensor. 
The orthonormal tetrad approach (see Appendix A), on 
the other hand, gives us a representation of the L~ 
Lorentz tensor [Eq. (1. 1)] which can be factorized quite 
generally into the product of two "complementary" 
space-time symmetric reflection tensors with a rather 
simple geometric meaning. 

We end up this note with a brief Appendix B whose 
only purpose is to show the handiness of the covariant 
tool presented here, while reviewing the transformation 
law of Dirac spinors. 1s 

2. SPACE-TIME REFLECTIONS 

In order to clarify the geometric content of the tensor 
defined in Eq. (1. 1), we are going to show that L~ can 
be factorized as the product of two very special and 
simple space-time reflections. 14 Let N~ be a space
time reflection tensor by a hyperplane with space like 
normal; say 

(2.1) 

with n"n" = -1. It is immediate that N~ defines a Lorentz 
matrix. Let us next define the spacelike unit vector 
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n" = [2 (ul.Vl. _1)]-1/2(U" - v"), (2.2) 

and consider the corresponding reflection tensor, 

N~ = o~ + (ul.vl. - 1)-1(U" - v" )(uv - vv)' (2.3) 

If we explicitly analyze the reflection 

x""=N~xv, (2.4) 

from the v -frame standpoint, we readily obtain t" = t' , 
as in Eq. (1. 3), and we also get 

X"I = [0; - V-2(1 + y)VIVi](xi - Vit). (2.5) 

The meaning of Eq. (2.5) is easy to grasp. Indeed, if we 
decompose the second equation in (1. 3) into longitudinal 
and transverse components relative to the velocity V, 
we obtain the well known result 

(2.6) 

while if we decompose (2. 5) in the same manner, we 
get, instead, 

x~ = - y(V)(xL - Vt), x~ =xT • (2.7) 

Hence we conclude that, besides a space reflection in 
the plane orthogonal to V, the essential features of the 
Lorentz transformation (between the v-frame and the 
u-frame) are already contained in the space-time re
flection (2.4), whose manifestly covariant tensor N~ 
has the simple geometric structure presented in Eq. 
(2.3). Figure 1 is a sketchy space-time diagram re
presenting this reflection. 

Finally, then, let us write the longitudinal reflection 

t' = t", x~ = - x~ , ~ = x~ (2.8) 

in a manifestly covariant manner, in order to recover 
the Lorentz transformation tensor L~ presented in Eq. 
(1.1). For that matter we define in the v-frame the 
spacelike vector V" = (0, V). This means that we intro
duce, in space-time, the projection 

V" = (Ul.Vl.)"l(O~ - v"vv)UV
, 

such that V" Vp = - V2 is given by the 4-scalar 

V" V" = (ul.v" )-2[1 - (u" v" )2]. 

Let M~ be the reflection tensor 

(2.9) 

(2.10) 

(2.11) 

FIG. 1. Space-time diagram 
of the first reflection: x,"'' 
= N" vXv. 
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FIG. 2. Space-time diagram 
of the complementary reflec
tion: x'''=M''vx"v=L''vxv. 

with m" := (- Vy VV)_I/2p', that is 

m" =[(U).V~)2 _1J-I/2(O~ -v"v.)uY
• 

In this manner, if we now work out explicitly the 
space-time reflection 

(2.12) 

(2.13) 

in the v-frame, we clearly obtain the longitudinal space
reflection stated in Eq. (2.8). Figure 2 is a space-time 
diagram representing the reflection (2.13). 

3. CONCLUDING REMARKS 

Thus we have shown in terms of absolute flat space
time geometry that the Lorentz transformation tensor 
L~ can be factorized as the product of two very special 
space -time reflections; namely 

(3.1) 

by two hyperplanes whose spacelike normals, n" and m", 
are given in Eqs. (2.2) and (2.12), respectively. In 
effect, the first factor ~ is a reflection by the hyper
plane orthogonal to the "relative 4-velocity" u" - v", 
while the second factor M~ corresponds to a reflection 
by the hyperplane orthogonal to the VI' 4-vector. The 
noncom mutative product of these two special reflections 
simply characterizes the proper orthochronous trans
formation between the v-frame and the u-frame, i. e. , 
Eq. (1. 1). Furthermore, we observe that the second 
reflection M~ plays a very secondary role, for it cor
responds to a longitudinal reflection of the space coor
dinates performed in one and the same inertial frame. 
Hence, essentially, up to this second space reflection, 
a Lorentz transformation between two different frames 
is already performed by the very simple (first) space
time reflection, i. e. , 

x"" = [o~ + (U~VA - 1J-1 (u" - v")(uv - v.)]xY
, (3.2) 

in the hyperplane orthogonal to u" - v" (as shown in Fig. 
1). The expected FitzGerald contraction and time dila
tion are correctly performed by reflection (3.2). The 
second reflection factor in L~ merely corresponds to an 
internal "correction" (say) of the space coordinates tak
ing place within the new inertial frame; 1. e. , M~ per
forms an internal transformation of coordinates (in 
M,Oller's senseIS) within the u-frame. 

It must be borne in mind that the two reflections into 
which we factorize a proper orthochronous Lorentz 
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transformation are not independent. Indeed, it is clear 
that, given the 4-velocity v" and a spacelike unit vector 
n", which is future-pointing in the v-frame (that is, 
v"n" > 0), we have one and only one 4-velocity vector 
u" satisfying Eq. (2.2); namely 

u"=2(v y nV )n"+v". (3.3) 

Therefore, it can be shown that the mIL unit vector 
complementary to the set {v", n"}, 1. e., able to produce 
a proper orthochronous Lorentz transformation as in 
Eq. (3.1), is given by 

(3A) 

Thus we project u IL orthogonal to v" and normalize for 
a spacelike unit vector. Hence, every set {v" ,n"}, with 
vI'nIL ~ 0, defines one and only one proper orthochronous 
Lorentz transformation tensor, as expected. This fact 
obviously corresponds to the six degrees of freedom of 
the Lorentz matrix. Clearly, the limit vlin" = 0 affords 
the identity. 

Finally, let us briefly comment on the fact that the 
Lorentz tensor presented in Eq. (1. 1) can also be 
factorized into two complementary space-time reflec
tions by two hyperplanes with timelike normals. It is 
a matter of straightforward calculation (we leave the 
details to the reader) to show that 

LILy==[O~ - 2v"v~)] 

x[o~ - (1 + UpVp)_I(UA + v~)(Uy + v.)], (3.5) 

where, clearly, the first performed reflection is along 
the direction of the "mean 4-velocity" u" + v" of the two 
inertial observers. Figure 3 sketchily represents these 
reflections. Since the second timelike reflection just 
corresponds to an inversion of the time coordinate tak
ing place within the v-frame, we again conclude that 
the essential features of the Lorentz transformation 
(between the v-frame and the u-frame) are already 
presented as a consequence of performing one simple 
reflection by the hyperplane orthogonal to the "mean 
4-velocity" of the observers. 

APPENDIX A: COVARIANT FORMULATION OF 
LORENTZ TRANSFORMATIONS 

In absolute flat space-time let us conSider two in
ertial Observers, with given 4-velocities uli and vp., and 
their attached orthonormal tetrads, say {(JIr~,} and {j3r~J, 

FIG. 3. Space-time diagram 
of the two timelike reflection 
factorization stated in 
Eq. (3.5). 
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respectively. 16 These tetrads satisfy the orthogonality 
conditions, as well as the relations of completeness. 
Furthermore, we assume these tetrads to be such that, 
by construction, 

Cl'fo) = v~, f3fo):= u~ , 

Cl'fl)=a" , f3~I):= b", (All 
Cl'f2)==P" , f3f2):::=P" , 

Cl'f3):= (]I' , f3f3):::= (]I' , 

where a" and b~ are spacelike unit vectors belonging 
in the 2-flat defined by u" and vlJ. (and, clearly, ortho
gonal to v" and u", respectively), while the spacelike 
unit vectors p" and (]I' are introduced to simultaneously 
complete both orthonormal sets. This clarifies the task 
we set ourselves; namely, to construct the one space
time mapping that turns a given timelike future-pOinting 
unit vector u" into another given time like future-point
ing unit vector vlJ., i. e. , L~uv = v", while the tensor L~ 
must be a covariant function of the vectors ulJ. and v" , 
exclusively, which preserves the Minkowskian norm 
of these vectors. This problem has but one solution 
[cf. Eq. (1.1)]. 

It is a well known feature of the "vierbein" tool that 
these orthonormal bases are related by means of a 
Lorentz transformation. Indeed, we have that 

(A2) 

is a Lorentz matrix. Therefore, we immediately re
cognize in these absolute scaffoldings a Lorentz co
variant specification of a special Lorentz transforma
tion, while interpreting the triads {Cl'ill} and {f3fn} as the 
rectangular Cartesian basis used by the inertial ob
servers in their respective 3-spaces. Hence, according 
to Eq. (A2), the corresponding special Lorentz trans
formation is performed by a Lorentz covariant matrix 
(i. e. , a rank-two 4-tensor) of the form 

(A3) 

Since, by construction, al> and bl> are linear combin
ations of ul> and v" (which shall be worked out presently), 
in order to get rid of P"Pv + a"'uv terms in (A3) we use 
the fact that L~ leaves the Minkowski metric invariant. 
At once we get 

£'-' v == {j~ - (u" - v" )uv - (a" - b" )bv ' 

Let us then write, ex hypothesis, 

a" :=Av" + Bu", b" = ev" + Du". 

(A4) 

(A5) 

After some calculations, using the facts v"a":= 0 and 
a" a" = - 1, the following projection obtains 

a" == k-l(ll~ - v"v)UV
, 

where we define 

k=[(U~V~)2 _1)1/2> O. 

(A6) 

(A7) 

Therefore, 

(a" - b"" )b. = (up 'liP + l)-I(U" + v")( Il~ - u~v)v.. (A9) 

So we have the final answer to our problem in the mani
festly Lorentz covariant formula (1. 1) for the L~ tensor 
connecting both tetrads. Hence, this tensor represents 
the most general Lorentz transformation (keeping aside 
improper and antichronous transformations) between 
two inertial frames with given 4-velocities u"" and v"" . 
In effect, the spatial orientations of the triads {Cl'fn} and 
{J3fl )} have been completely eliminated from the 
formalism. 

APPENDIX B: DIRAC FOUR-SPINOR 
TRANSFORMATION LAW REVISITED 

As a simple application of the covariant reflection 
factorization of proper orthochronous Lorentz transfor
mations presented in this paper, let us consider the 
well know instance of the Lorentz covariance of the 
Dirac equation. The usefulness of the proposed com
plementary factorization of the Lorentz tensor will 
become apparent through the compactness of the method 
afforded for handling Dirac spinors. In particular, it 
seems interesting to remark that we shall arrive at the 
finite transformation law for 4-spinors (under proper 
orthochronous Lorentz transformations) without re
course to the infinitesimal transformations and the 
ensuing rather lengthy iterative integration process, 17 as 
is usually done in Lie group theory and its applications. 
Indeed, we first tackle the task for a space-time re
flection, as in Eq. (2.1), and then we are ready to solve 
the problem by just two finite steps, one for each com
plementary reflection, as in Eq. (3.1). 

As is well known, the Dirac equation will be form 
invariant under Lorentz transformations provided 

(Bl) 

i. e. , the Dirac matrices Y", Il = 0,1,2,3, remain un
altered under Lorentz transformation L~. Let us exa
mine invariance under space-time reflection by an 
hyperplane with spacelike unit normal nlJ., Eq. (2. 1), 
say. We have 

y" = (Il~ + 2nlJ. n)S(n)r"'S-I(n) , (B2) 

hence S(n) must be such that 

[S(n), Y"]=-2n"S(nhi, (B3) 

Where, as usual, It==nlJ. Y". In order to solve condition 
(B3) for S(n), we consider the Dirac algebra 

y" y" + y"y" = 2n"·. (B4) 

Thus, we immediately get the antic om mutation relation 

[It, yIJ-]. = - 2n"ltlt (B5) 

(since Itlt= -1) which resembles (B3). We next trans
form the anticommutator into a commutator using a 
well known trick. We define 

(Clearly, k2> 0 because of the Schwarz inequality for Y = yDylyy, (B6) 

timelike vectors. ) By the same token, mutatis mutandis, 
we get the projection so we have 

(AS) (B7) 
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Therefore, upon left multiplication by y5, Eq. (B5) be
comes 

(B8) 

which is precisely of the form (B3). This determines 
S(n) up to a scalar factor. But since for a reflection we 
obviously require S-l(n) == S( - n), the scalar factor must 
be ± 1 (recall y5 y5 = - 1). Hence we take 

S(n) = y51t. (B9) 

This elemental result answers our first problem: For a 
spacelike reflection we project the Dirac 4-vector
spinor y" on the reflection vector n", and then we mUl
tiply (to the left) this prOjection scalar by y5 in order to 
have a pseudoscalar spinor matrix. 

Incidentally, for a reflection by an hyperplane with 
time like normal, 

U"u"= 1, 

i. e. , 

V~ = o~ - 2u"uv ' 

Say, we get, instead of (B3), the commutator 

[stu), Y")=2u"S(uM. 

(BIO) 

(Bl1) 

If we define nIL = iu", we formally arrive at (B3) again. 
Therefore, we have, for a timelike reflection, 

(B12) 

One may easily check that the transformation spinor 
matrices (B9) and (B12) correspond to the usual ones 
for special reflections. 18 

As for the Lorentz transformation (BO, we simply 
observe that, by the same token, for the complementary 
reflection M~, cf. Eq. (2.11), we must have 

(B13) 

and thus, to the Lorentz tensor L~ in Eq. (3.1), we 
associate the spinor matrix 

S(L) = S(m )S(n) = tit/t== m"nv y"Y. (B14) 

This formula answers our problem in a compact fashion: 
We project the Dirac 4-vector-spinor Y" upon the 
complementary reflection vectors nIL and m", and take 
the ordered product of these projections. 

Finally, using Eqs. (2.2) and (2.12) for n" and m", 
respectively, after a straightforward calculations, we 
may write Eq. (B14) more explicitly in the form 

S(L) = - [2(1 + U~VA ))-1/2(1 + tlt;)' (B15) 
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The reader may easily convince himself that this 4-
scalar matrix corresponds to the usual result by con
sidering some special cases. 18 The manifest covariance 
of the whole procedure leading to Eq. (B14) should be 
observed, for it is essentially on this geometric forma
lity that the presented tool's power is resting. 

lIn this article we let Greek indices run over the range 0, 1, 
2, 3, and Latin indices over 1, 2, 3. We adopt signature (-2) 
for the Minkowski metric, i. e., n"v = n"v = (+ ---). We set c 
= 1, throughout. 
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Construction of the Yukawa2 field theory with a large 
external field 

Lon Rosen* 
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We consider the Yukawa2 model with (relativistic) interaction density Aqirljl<j> + ,...<j>. where r = 1 or 15' For 
sufficiently large ,..., we apply the Olimm-JatTe-Spencer cluster expansion to construct the infinite volume 
theory satisfying the Wightman and Osterwalder-Schrader axioms including a positive mass gap. 

Much of the recent progress in the study of the 
Yukawa model (Y2) has been based on the Matthews
Salam-Seiler (MSS) formula1 for the Schwinger func
tions. The virtue of this formula is that the Fermi 
fields have been "integrated out, " and thus one can ap
ply to Y2 The Euclidean Q-space techniques which have 
proved so successful fo r the P(cph model. In particular, 
starting with the MS S formula, Magnen and Seneor2 
and Cooper and Rosena have adapted the Glimm-Jaffe
Spencer cluster expansion4 to the weakly coupled Y 2 
model. In this note we show that Spencer's extension5 of 
the cluster expansion to the P(cph model with a strong 
external field has a particularly simple analog in the 
case of Y 2• 

As in Ref. 5, we consider the theory in a finite 10Xlj 
rectangle A C lR2 with periodic B. C. on (lA. This choice 
of B.C. facilitates shifts in the field and in the mass. 
With apologies for the notational complexity, we now 
write down the MSS formula for the Schwinger function 
for n bosons and m fermion-antifermion pairs: 

Sf(/J.) =Z"A1 J cp(htl··· cp(hn ) 

x detS'(f"g ,;cp) PA(CP) exp[/J.cp(XA)] d/J.L (1) 

where /J. E lR is the external field, XI. is the characteris
tic function of A, and where: 

(a)j=(fl,'" ,j.".), g=(gi>'" ,g.".) , and h=(h1,.·. ,hn) 

are suitable test functions, e. g., h j in S(A) ={h E SlR2) I 
supphcA} andj"gj in S(A) EflS(A). 

(b) cp is the free boson field and d/J.~ =d/J.~b.A the free 
boson measure on 5'(A) with mean a and covariance 

where mb > 0 is the boson mass and - A~ is the Laplaci
an with periodic B. C. on aA. 

(c)S'(fl,gj;cp)=(f/,(1-AKt1Sg,)0, where (',')0 de
notes the inner product on No=L2(A) EflL2(A), AElR is 
the coupling constant, S denotes the integral operator 
on No with kernel given by the two-point Schwinger func
tion for the fermions with mass m, > 0, 

S(x,y)= I~I~ exp[iP '(X- y )]$::1r. (2) 

Here P = (PO,P1) runs over the appropriate lattice (21T/ 
10)ZX(21T/11)Z, P=PoYO+P1 Yt> and r=a+bY2 where2 

a,bElR, Y2=iY5=-YoYt> and Yo,Yl are the 2x2 Euclidean 
'Y matrices. ChOOSing a concrete representation, we may 
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take 

Yo=\(~ ~), Yt=(~_~), Y2=(~ -~). (3) 

The operator K is defined by the kernel 

K(x,y)=S(x,y)cp(y). (4) 

(d) 

PA(cp)=de\:a(1-AK)exp[-A2B(K)], (5) 

where 

deta(l-A)=exp[Tr(ln(l-A) +A +A2/2)] (6) 

and 

B(K)=t:Tr(K2+KtK):, (7) 

where Kt is the adjoint of K as an operator on No and 
: : denotes Wick ordering with respect to d/J.~. 

(e) 

ZA = J PA exp[J.lcp(XA)]d/J.~. 

We refer the reader to Seiler's paper1 for a rigorous 
justification of the above formalism (our use of periodic 
instead of free B. C. represents only a minor differ
ence). Seiler's main result is that the product detS' • PA 
occurring in (1) is in LP(d/J.f) for any p < 00. Of course, 
there are infinite counterterms to be cancelled in the 
Y2 model [e. g., there is a cancellation between the in
finite quantities Tr~ and TrKtK in (5)]. These cancella
tions are accomplished in the standard way by introduc
ing momentum cutoffs, performing the cancellations, 
and then removing the cutoffs. In this note, in order not 
to obscure the Simplicity of the argument, we shall per
form the cancellations without explicitly going through 
this procedure. We can now state our result: 

Theorem 1: Let A, mb> 0, m, > a be given, and con
sider the Schwinger functions Sf(/J.) defined in (1). 
There is a /J.o = /J.O(A, mb' m,) such that for I/J. I ?- /J.o: 

(a) The infinite volume Schwinger functions S(J.l) 
= lim S~(/J.) exist. 

A- R2 

(b) The S(/J.) satisfy the Osterwalder-Schrader 
axioms7 including exponential decoupUng and hence the 
corresponding relativistic theory satisfies the Wightman 
axioms including a positive mass gap. 

Is it possible to use this large /J. result to establish 
the existence of the infinite volume limit for arbitrary 
/J. ? This question is espeCially interesting in view of 
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Frohlich's results that pseudoscalar Y2 exhibits sym
metry breaking at jJ, = 0 (provided it exists I). In the 
case of P(</»2, Frohlich and Simon9 have shown how to 
go from large jJ, to small jJ, by means of the FKG in
equalities. Unfortunately, according to some elementary 
calculations we have made, FKG inequalitites do not 
seem to hold for Y 2• 

Given the machinery of Ref. 2 and 3, the idea of the 
proof of Theorem 1 is very simple: Starting with the 
theory with parameters (A, mb' m" jJ,), we shift the field 
cP and mass mb in order to express the Schwinger func
tions in terms of a theory with parameters (A, mb, m" 0), 
where mb(jJ,) and m,(jJ,) become arbitrarily large as I jJ, I 
- 00. But we know2,3 that the cluster expansion applies 
to this latter theory in the "weak coupling" region 
{(X,mb,m,) I IX/mbl <Eb, IA/m, I <E,}, where Eb>O and Ef 
> 0, and this yields the theorem. Actually the above 
description is an oversimplification for two reasons: 
(i) Because of the use of periodic B. C. we can only 
shift to a theory whose parameters approach 
(X,mb,ml'O) as A-1R2; (ii) as is clear from the 
Lagrangian, the new "mass" m, is in fact a 2 X 2 matrix 
except in the special case of scalar Y 2• Fortunately, 
neither of these complications seriously affects the 
proof. 

We begin by noting the following elementary formulas 
for the change in measure under the shifts cP - </> - c and 
m~ - m~ (see, e. g., Ref. 10): 

dlJ.f(</>- c)=const· exp[cm;</> (xA)1 dlJ.l(</», (8) 

djJ,~b'A := canst· exp[ - t(m~ - ml) : 1/>2: (XA)] dlJ.!b,A' (9) 

In (9), : : denotes Wick ordering with respect to dlJ.~b'A 
(or, if we wish, with respect to djJ,; since changing 
the Wick ordering only introduces ;b~tnstant). We apply 
(8) to the MSS formula (1), where the constant c is to be 
determined below: 

SA (IJ.):= J n (cp(h t ) + c J htl detS'Ut ,gJ;CP + c) PI.. (:cP + c) 
t 

X exp(1J. - cmV </>(XI.)]dj.1.f! 

J PAC</> +c) exp[(j.1. - cm~)I/>(XA)JdjJ,f. (10) 

Now by the definition of S' (see (c) above; we set L:=1] 

S'Ut ,gJ; cP + c) = (fi> [1 - S(cp + c) ]-1 SgJ) 

= {ft, [1- (1- cSt1S1't1(1- cSt 1SgJ) 

[ -Jl-= (fl, 1-K - Sgj) 

=S'U"gJ;cp) (11) 

where S =:; (1- cst1s and g =81'. Using the formUla 

(- ti + m,Hti + ml) =p2 + mJ, 

we calculate 8 in momentum space 

11_c~+m~ r\-1 ~r 
\' p +ml J p +ml 

==[1- e(- ti +m,t1 rl-1(-P +m,)-lr 

== (- jJ +ml)-lr, 

(12) 

where mf=mf- cr. In analogy to (12) we easily check 
that, for r =a + bY2, 
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(13) 

with 

m,m; = (m, - ca - CbY2) (m, - ca + cbh) 

= (mr ca)2 + (eb)2= Im,I2, (14) 

a multiple of the identity. Thus 

(15) 

wherefor large lei, Im,I"'Icl'Irl, where Irl=(a2 

+b2)tl2. This will provide the large fermion mass m,. 
More interesting, perhaps, is the manner in which 

the renormalization prescription provides the large 
boson mass 1n,,: We (formally) rewrite (5) as 

PA(CP) = const· det(l-K) exp(TrK - i : TrKtK:) , (16) 

where, as we warned above, each factor in (16) is 
actually infinite, so that the worried reader may wish 
to supply and then remove appropriate cutoffs. Under 
l' - ¢ + c~ K is replaced by K + cS so that 

PA (cp + c) = const· det[(t - cS)(l - ill 

x exp[TrK - (c/2) Tr(KtS +StK) - t: TrxtK:J 

=:: const· det(l -I<) exp(aP </>(XA) - {3P: 1'2: (XA)], 

(17) 

where the (infinite) constants a P and (3P are given by 

a P =2(amr e Irl2) iAI-l L.; (p2 +mjt1
, 

p 

{3P= IrlZIAj-IL.; (p2+m;tl. 
p 

By similar calculations using (13) we find that 

Trl( - t TrXti =:: aP CP(XA) - ~P: </>2: (XA), (18) 

where 

(;p =2(aml- e Ir12) IAI-1 L.; (p2 + 1m, 12)"1, - ~ 
{3P =:: I r /2/ A j -I L.; (p2 + / m,/2tl. 

p 

Combining (17) and (18), we obtain, for the interaction 
factor in (10), 

PAC</> +c) exp[(j.1. - cm~)</>(XA)J 

= const· PA (</» exp[Y' </>(XA) - oP: ¢Z : (XA)], (19) 

where as in (5) 

PA (</» == const • det(l - K) exp(TrK - t : TrKtX:) 

= deta (1 - K) exp[ - B(i) J , 

and where the constants 

y =J1. - cm~ +a P - (iP, oP :=/3P - ~P, (20) 

are finite. (19) is the desired identity involving finite 
(a. e. ) quantities. 

We now explain our choice of the constant e. Since we 
have used periodic B. C. the constants Y and oP are A 
dependent. In order that the new boson mass m" not de
pend on A, we consider instead the corresponding Con
stants y and OF for free B. C. These are defined as in 
(20) but with a P , (iP, fjP, '(3P replaced by the correspond
ing aF

, 'Ct. F
, {3F, lJP defined in the obvious way, e. g., f3' 
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== I r 12(211)"2 f dp(p2 + mitl. By Lemma III. 3 of Ref. 10, 

(21Tt2 J dp(p2 + m;)"1 - I A 1-1 6 (p2 + m;t1 
p 

==lim[(- t. +m;)"I(x,y)_ (- t.f +mjtl(x,y)] 
y-x 

==O(exp[ - m, min(lo, 11)]), 

where 

(23) 

We summarize the discussion to this point in: 

Lemma 2: The Schwinger functions (1) for the Y2 
theory with parameters (A, mb, m" p.) can be expressed 
as in (22) as a linear combination of the Schwinger func
tions for a theory with parameters (A,mb(p.),m,(p.), 0) 
and with an additional interaction term (23), where now 
m,(p.) is a 2x2 matrix of the form mr e(p.)r [see (15)] 
and where 

(i) as Ip.j-oo, mp(p.) and Im,(p.)j-oo, 

(ii) for fixed p., c /A) - 0 exponentially as A -lR2 

[see (21)]. 

Weare now in a position to prove our main result: 

Sketch of the proof of Theorem 1: As in Spencer's 
case,5 the proof follows from Lemma 2 and from the 
convergence of the cluster expansion for the weakly 
coupled theory (Refs. 2 and 3). Owing to our greater 
familiarity with the second of these references, we 
shall base our discussion on the version of the cluster 
expansion to be found there. We work with the "trans
formed theory" [i. e., in the form (22)] and we consider 
only rectangles A suffiCiently large so that Ie J(A) I .; 1. 
For purposes of establishing Euclidean covariance we 
also introduce an additional spatial cutoff function g(x) 
into (1) or (22) by replacing each cp(x) by g(x) cp (x) except 
for the cp(hj)'s. Here g(x) is a measurable function of 
compact support satisfying 0 .;g(x).; 1. 

The steps in the argument are: 

1. Given any O! > 0 we choose P.o = p.o(O!, A, mb, m,) so 
that if I p. I ~ P.o, then the transformed theory satisfies 
the cluster property with rate exp(- O!d). More precise
ly, \I if A, Be lR2 and if FA is a trace-class operator on 
i\ '"Af{ which is a function of cp localized in A, and similar
ly for F B, then 

(T mA+mB(F A IIF B)f",Q - (T mA (F A)f."Q(T mB(F B)L',Q 

.;j3exp[- O!d(A, B)), (24) 

where j3 is a constant independent of A,g and of trans
lations of A and B, d(A,B) is the distance between A 
and B, Tift is the functional of trace-class operators on 
II "'1-1 defined by 

T m(F) ==m I Tr/\'"H(/\ '"[1- K(gcp)]-I • F) 
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(21) 

We choose c (independently of A) so that r == p. - em~ 
+ O!F _ (iF = O. By (21) this leaves a small linear term in 
(19). Since, for large c, OF - (iF - Ie I log I m, I 
- Ie I log Ie I, we have Ic 1- 1p.l/log 1p.1 for large p.. 
Therefore, fJF ==: ~ - ffF -log I e I-log I p. I for large p., 
and this gives the large boson mass mb' That is, we 
combine the identity (19) with the mass shift formula 
(9), setting m~- m~==2fJF, to rewrite (10) as 

(22) 

knd the expectation 

The proof of (24) is based on the cluster expansion as in 
Sec. V of Ref. 3. However, several new features of the 
present situation deserve to be mentioned: The addition
al cutoff function g causes no change in the proof nor 
does the additional boson self-interaction (23) since the 
coefficients I c j(A) I .; 1. The fact that the fermion mass 
in, has become a 2 x 2 matrix is also not a serious com
plication since the denominator p2 + 1m, 12 in (15) has the 
same form as before. As for the use of periodic B.C., 
we can still obtain the needed L~oc estimates on deriva
tives of the covariance as in Sec. VI of Ref. 3 by using 
the method of images. In particular we use the follow
ing formula: If C~:;A(X,y) denotes the Green's function 
for - t. +m2 with periodiC B.C. on aA and Dirichlet 
B. C. on a set yeA, then 

C~::A(X,y)== 6 CD,r(x,Yn), 
n 

where the sum takes place over all translations Yn of Y 
in the sides of A and CD,r is the Green's function with 
Dirichlet B. C. on r == UYn, the union of all translations 
of y. We omit further details. 

2. We next take A-lR2 withg fixed. From the cluster
ing (24) and the decay (21) it follows by a standard proof3 

that (for suitable arguments) 

f 'p(gcp) dp.mp 
f'P(gcp)dp.W,b ' 

(25) 

the expectation for the theory with free B.C., spatial 
cutoff g, and no boson self-interaction terms. In par
ticular we have convergence of the Schwinger functions 
for the (A, mp, m" p.) theory: Sf - S" where S, is the 
Schwinger function with free B. C. and spatial cutoff g. 

3. Obviously the expectation <')g in (25) also satisfies 
the cluster property (24) and so we may take the limit 
g - 1 with the convergence of S, and <, ), to infinite 
volume quantities Sand (.). This establishes part (a) 
of Theorem 1. 

4. Since we are at liberty to choose g spherically 
symmetric, it is clear that the infinite volume theory 
is Euclidean covariant; and the cluster property of the 
form (24) goes over to the infinite volume. In this way 
we verify the Osterwalder-Schrader and Wightman 
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axioms including a positive mass gap a (where the mass 
gap can be made arbitrarily large by taking J1. large). 

Note, incidentally, that we have shown that the limits 
of the finite volume theories with both free and periodic 
B. C. exist and are the same. 
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We examine a class of two-dimensional Lorentz manifolds which are "singular" in a certain sense. It is 
shown that, for such a manifold (M,g), the bundle boundary is a single point whose only neighborhood is 
all of M [the bundle completion of M; see B. G. Schmidt, Gen. ReI. Grav. I, 269-80 (1971)]. The four
dimensional Schwarzschild and Friedmann-Robertson-Walker solutions are then investigated. We show 
that the bundle completions of these spaces are not Hausdorff. 

1. PRELIMINARIES 

We first review some standard definitions and results 
concerning the bundle boundary. 

Let M be an n-dimensional C" manifold with C" 
Lorentz metric g. Let L(M) be the bundle of Lorentz
orthonormal frames on M, 11: L(M) - M the projection. 
The Lorentz group 0(1, n - 1) acts on L(M) on the right; 
we use U - U • g or R, to denote the right translation by 
gE 0(1, n - 1). The metric g induces a torsion-free con
nection on L(M). Define vector fields (Bj)~=l on L(M) by 
(0 11*(B j (u» = eh and (ii) Bi(u) is horizontal, if u 
= (el> ••. , e" ••• , en); the B j are the standard horizontal 
vector fields. Choose a basis (Ej )}=l [1 = (n - 1)(n - 2) . t] 
of the Lie algebra 0(1, n -1), and let (E j )}=1 be the cor
responding vertical vector fields on L(M) [thus gj(u) 
= (d/dt)(Ra(t) . u)t=o, where a(t) is the one-parameter 
subgroup generated by Ej]. 

1.1. Definition 1: Let UE L(M), and let X =~1=lXiBi(U) 
+~~=lXj+ngj(u), Y=~I=1YjBj(u) +L:~=lYj+nEj(u), Define 
y(X, y) =~I:fXIYI' 

It is easily seen that y is a C" Riemannian metric on 
L(M). It induces a topological metric d on L(M) such 
that the metric topology and the original topology 
coincide. 

1. 2. Lemma: Let KC 0(1, n - 1) be compact. There 
are constants a> 0, P> 0 such that ad(u, v) ~ d(u' g, 
v·g)~{3d(u,v) [gEK, u,vEL(M)]. 

Proof: Fix u E L(M). Let S be the y-unit sphere in 
Tu(L(M». The map a: (g,X) - y(R,*X, R,*X) : KXS-JR 
is jointly continuous; hence, if 

a= min a(g,X), f3= max a(g,X), 
'EK ,XE S 'EK ,XE S 

then (*) 0 < a ~ y(R,*X, R,*X) ~ f3 < OO(gE K). The defini
tion of yand the transformation properties of the B j 

and Ej may be used to show that (*) holds for every X 
in the tangent bundle to L(M) which satisfies y(X, X) = 1 
(see Ref. 2). The lemma follows. 

Let L{M) be the completion of L(M) with respect to 
the metric d, and let L{M) = L(M)'-L(M). Using 1. 2, it 
may be shown that each R, extends to a homeomorphism 
of L(M) , and that u·(g·h)=(u·g)·h[UEL(M), g,h 
E 0(1, n - 1)] (see Ref. 2). Observe that Lemma 1. 2 
applies if U and/or v is in L(M). 
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1. 3. Proposition: The object (L(M), 0(1, n - 1» is a 
transformation group; that is, the map L(M) x 0(1, n - 1) 
- L(M) : (u, g) - u . g is jointly continuous. 

Proof: Let Un -u in L(M), gn -g in 0(1, n - 1), and let 
£ > 0 be given. We assume u E L(M), since otherwise 
the conclusion follows from the definition of the topology 
on L(M)o By the triangle inequality, d(u.gn, ug) 
~ d(u£n> ug) + d(ugn, ug). Let K be a compact neighbor
hood of g. Choose N1 such that n "" N1 => g n E K. By 1. 2, 
there exists N2"" N1 such that n "" N2 => d(u£n, ugn) 
< £/2. 

We complete the proof by showing that, for n large, 
d(ugn> ug) < £/2. Choose a sequence (ur) in L(M) such 
that ur -u. Then d(ugn, ug) ~ d(ugn> urgn) + d(urgn, urg) 
+ d(urg, ug). If n"" N2, then 1. 2 implies that the first 
and third terms are ~ const· d(u, ur ), where the constant 
does not depend on n. Choose ro so that const . d(u, uro) 
< £/6, then choose N3 "" N2 so that n "" N3 => d(ur$n' ur~) 
< £/6. If n"" N3, then d(ugn> ug) < £/2. 

1. 4. Definition: L~t AI = L(M)/0(1, n - 1) with the 
quotient topology; M is the Schmidt or bundle or b
completion of M. The b-boundary of M is if = AI \ M. 
Let 11: L(M) -AI be the projection. 

The next result states that any point of M is deter
mined by the horizontal lift of some curve in M. It is 
easily seen that any Cauchy sequence (un) in L(M) such 
that liIDn_.,un E L(M) may be assumed to lie on some 
C., curve in L(M) of finite bundle length (i. e., of finite 
length as defined by y). Call a C" curve 17: [S1> S2) 
- L(M) b-incomplete if its bundle length is finite and 
lims- s217(s) E L(M). 

1. 5. Proposition: Let 17: [Sl' S2) - L(M) be a b-incom
plete curve with lims- s217(s) =u E L(M)o Let 7j be the 
horizontal lift of 11 017. Then there exists go E 0(1, n - 1) 
such that lims- s27j(s) =u . go. 

Proof: The argument given on pp. 278-80 of Ref. 1 
shows that 1j has finite bundle length and that 17(s) 
= 7j(s) . g(s), where {g(s) : Sl ~ S < sJ has compact closure 
in 0(1, n - 1) (the argument is given for dimension 4, 
but applies also in dimension n). Choose a sequence 
sn - S2 such that g(sn) converges to some gol. Then (1.3) 
u=[lims- s27j)]· gol, proving 1. 5. 

2. MORE PRELIMINARIES 

We restrict attention to the following class of Lorentz 
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2-manifolds (M, g) : M is a cylinder with coordinates 
(r, e/», where e/> is taken mod 27T and 0 < r < R < 00; and 
g is given by ds2:::: - b2(r) dr2 + a2(r) de/>2, where a, bare 
positive C .. functions of ron 0 < r < R. Particular cases 
are the "SchwarzschUd" metric (a(r) :::: r, b(r) :::: (2/r 
- 1)-1/2, R:::: 1) and the FRW metrics (b(r) = 1; a(r) - 0, 
a' (r) - 00 as r - 0). Note that, in all of these examples, 
the metric is "singular" at r:::: O. Our interest is in pre
cisely this situation. We will show that, under assump
tions which are satisfied by Schwarzschild and many of 
the FRW's, the b-boundary it of M is (essentially) a 
single point, the only neighborhood of which is M itself. 

Fix a Lorentz manifold (M, g) as above. Such an M 
is orientable and time-orientable. Hence, L(M) has 
four connected components, corresponding to the four 
components of 0(1, 1). Any component L of L(M) is 
acted on by the subgroup G of 0(1, 1) consisting of iso
chronous matrices of determinant + 1 [thus 

G ::::{ (C?ShA sinhA): A E R} ] . 
smhA coshA 

Restrict Y, d to L, and let i be the b-completion of 
L. It is easily seen that 1. 2, 1. 3, and 1. 5 hold if L(M), 
L(M), and 0(1, n - 1) are replaced by L, [, G, and that 
L(M)/O(l, 1) ::::L/G. [Regarding 1. 5, observe that any 
curve in L(M) which intersects L is contained in L. ] 

2.1: From what has just been said, we may restrict 
attention to one component L of L(M). We let L be that 
component containing all the frames (el (m), e2(m» 
(m E M), where 

1 a 1 a 
el (m) :::: b(r) ar (m), e2(m):::: a(r) ae/> (m). 

Clearly el and e2 are Coo vector fields on M. Letting 
7T : [ - [/G '" M be the projection, we observe that each 
element of 7T-1(m) may be written {coshA el (m) 
+sinhAe2(m), sinhAel(m) +coshAe2(m)} for some AE R 
(m EM). Give L the coordinates (r, e/>, A). Note that 
(r, e/>, A) . g = (r, e/>, A + ~), where 

:::: (COSh~ sinh~). 
g sinh~ cosh~ 

Now consider the curves 11t (s) = (s, e/> 0) (0 < s < R) and 
1)2(S) :::: (ro, e/>o + s) (- 00 < S < 00) in M, where ro, e/>o are 
fixed. Their horizontal lifts through (ro, e/>o, AO) E L are 

~ (s) = (s, e/>o, AO), (1) 

7)2(S) :::: (ro, e/>o + s, AO - [a'(ro) /bCro) ]s). (2) 

From (1) and (2), we can compute the distribution u 
- Hu of horizontal subspaces correponding to the torsion
free connection defined by g. We obtain 

H . a a a'(ro) a 
u IS spanned by ar and ae/> - b(r

o
) aA (3) 

if u:::: (ro, e/>o, AO)' If we think of el and e2 as vector fields 
on L, the spanning vector are 

(4) 

We may define the bundle metric Y using es as the ver
tical vector field; then 

y(v, v) :::: (cOShAOVl - sinhAova)2 
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+ (sinhAovl + COShi\OV2)2 + (vs + a'vz/ab)a, (5) 

where V=~i'lvlel is a tangent vector at (ro, e/>o, AO). 

2.2: We now state the (five) assumptions referred to 
at the beginning of the section: 

db 
(Al) dr ~ 0 on (0, R); 

. b(r) d (b(r») (A2) hm..,-( ) = 0, and -d ..,-() ~ 0 on (0, R); 
roO. a r r a r 

(A3) a~~~~ ~ C • ron (0, R), where C > 0 is a constant; 

(A4) For each roE (0, R), there are positive Coo func
tions _a(r) , b(r) define2 on - 00:: r < 00 such that a I [ro,R) 
=a, bl[ro,R)::::b, and a(r)=l=b(r) except on a compact 
set; 

(A5) For some sequence r. - 0, '£ fr. b(r) dr < 00 

n=l} 0 

oo ['b(r) and 6 -(-)dr:::: 00. 
.=1 0 a r 

2.3. Remarks: (a) Condition (A2) says that there is 
a singularity at r= O. 

(b) USing condition (A2) (and perhaps decreasing R), 
we may assume a' > 0 on (0, R). 

(c) We will only use condition (A5) in 3.9. 

(d) Condition (A4) is meant to ensure that the only 
"interesting" elements of [\ L occur at r = O. Consider 
the metric dsz:::: bZ dr2 + aZ d¢2 on the cylinder if: _ 00 

< r < 00, e/> taken mod 27T. Define lover M just as L was 
defined over M. Let Y be the corresponding bundle 
metric on I, and let Yf be the metric induced on I by 
the flat connection. USing (3), one can show that yand 
Yf are equivalent, 1. e., there are constants c1> C2 > 0 
such that CIY~ Y/~ caY. This implies that (L, y) is com
plete. Now if 1)(s) :::: (r(s), ¢(s), A(S» is a b-incomplete 
curve in L such that res) ~ ro > 0 on 1), then clearly res) 
-R, ¢(s)-¢o, A(S)-AO' Thus the points of [defined by 
such curves are uninteresting, We therefore make the 
following conventions. 

2.4. Definition: Let i::::{p E L: p = lim s _. 1)(s), where 
1): [S1> S2) - L is a b-incomplete curve such lhat r is not 
bounded away from zero along 1)}. 

With this notation, L is a proper subset of L\ L. It 
is the portion of L \ L which is "at r == O. " 

2.5. Definition: The essential boundary of M is 7T(L). 

3. RESULTS 

We maintain the notation of Sec. 2. 

3.1: There is a natural class of incomplete curves in 
L, namely the radial curves 1)<I>(s):::: (s, ¢, 0), where ¢ 
is fixed. These curves are the horizontal lifts of their 
projections to M (see (1)). Letp(¢) =lims _o1)<I>(s), and 
let P ::::{P(e/» : 0 ~ ¢ < 27T}. 

We outline what follows. We first show that P ={]J}, 
a point (3.6). It is then shown that i ::::{f} (3.7); see 
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2.3d and 2.4. Finally, it is demonstrated that M is the 
only open set containing rr(ji) (3.8), 

3.2. Lemma: The map Sl -P: cP -p(cp) is continuous 
(hence P is compact). 

Proof: Let CPn - cp. Fix ~ > 0, and choose r 0 so that 
rob(ro) < ~/3 if r ~ ro (A1). Draw a curve between P(CPn) 
andp(cp) in three pieces: (i) 11t(s)==(s,CP", 0), O<s""ro; 

(ii) 1)2(S) = (ro, CPn + s(cp - CPn), 0), ° ~ s "" 1; (iii) 1)3(S) 
= (ro - s, CPo, 0), 0..,; s < roo Using (5), one finds that the 
lengths of 11t and 1)3 are given by fOo b(r) dr, which by 
(A1) is ~ rob(ro) < ~/3. Choose N so that n ~ N = I CPn - cP I 
<~/3·[1+a'(ro)/a(ro)bh)]-1/2. By (5),1)2 has length 
< ~/3. We conclude that d(P(CPn),P(CP» <~; hence P(CPn) 
-p(¢). 

The method of proof used in 3.2 yields 

3.3. Lemma: If rn - ° and ¢n - 1>, then (rn> CPn, 0) 
-p(cp). 

3.4. Lemma: Each fiber rr-1rr(jj) (Jj E p) reduces to a 
point. That is, p. g==p for all PEP, gE G. 

Proof: Let 

== (COShXo sinhAo), 
g sinhAo coshAo 

and let p ::p(;f). We will find a sequence Pn -p such that 
Pn' g- p; if this is done, 1.3 implies that p. g==p. 

For each r>O, let (~¢)r=Aob(r)/a'(r). By (A2), 
(~cp)1' - 0 as r - O. Assume AV ~ 0 (the proof is similar 
if AO < 0). Let rn - 0, let An:: (~¢)r' and let Pn == (r", 
iP-~n,O). By 3.3, Pn-P. NotePn~g=(r",¢-A",Ao). 
Consider the curve in M 1)(s) = (rm if> - ~n + s), 0 ~ s 
~~. The horizontal lift 11 of this curve through Pn • g 
satisfies 1j(An) = (rn, iii, 0) [see (2)]. Also, the length of 
17 is "" (ft coshAo)a(rn)~' which - 0 as n - c<J. Since 
(rn> if, 0) -p (3.3), we conclude that d(Pn' g,p) - O. 

We are going to prove that IP I = 1. Consider the two 
systems of equations 

1"=1, dd({J=?", ddA=-a'; cp(ro) = CPo, A(ro)=Ao, r a r a 
(6) 

and 

(7) 

Here a' '=da/dr; solutions are parametrized by r. If 
1)(r) = (r, cP (r), X(r» is a solution to (6) [(7)], then rr 01) is 
lightlike with tangent vector field parallel to e1 + e2(e1 
- ea). The length of the segment of 1] traced out as r 
ranges from ro to 0 may be computed from (5): 

Zero) = [,[2 /a(ro)] exp(- AO) foro a(r)b(r) dr 

..,; {2 exp(- AO) foro b(r) dr 

if 1) is a solution to (6) (see 2. 3b for the ~); 

Z(ro)"';.f2 exp(Ao) foro b(r) dr 

(8) 

(9) 

if 7J is a solution to (7). The change in angle along 7J is 
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~ep:: I cp(ro) - lim cp(r) I == foro [b(r)/a(r)) dr, (10) 
1'-0 

which may be + c<J. 

3.5. Lemma: If 7J is a solution to (6) or (7), then 
lim,_o7J(r) E P. 

Proof: We consider only the case when 1) solves (6). 
For fixed r, use (5) to compute the length of the path 
going radially inward from 1)(r); then apply 3.4 to see 
that 

d(1)(r), p(ep(r») ..,; [.f2 for b(r) arlo coshA (r). 

But 
{1' ] 1 b(r)a(r) J 0 b(r) dr..,; [by (A1)] rb(r)..,; [by (A3) C a'(r) , 

and A(r) = AO + In[a(ro)/a(r)). Using these facts and 2. 3b, 
it is easily seen that 

d(1)(r), p(ep(r») "" (,[2 /C)ah)[b(r)/ a'(r)] coshAo 

if r"'; rD. Let r - 0; the lemma follows from compact
ness of P. 

3.6. Theorem: P consists of a single point. 

Proof: We show that if E> 0 and CPE (0, 2rr), then 
d(P(O),p(qi» < E (which, of course, implies 3.6). 

Suppose first that IO[b(r)/a(r)] dr= c<J for every r> O. 
Choose ro so that (i) the solution 1) to (6) with initial 
conditions cp(ro) =0= A{ro) satisfies f(ra) < E/3 [see (8)J; 
(ii) if r~ r o, then d(7J(r),p(cp(r») < E/3 (see 3.8). By (6) 
and (10), there exists r < ro such that cp(y) = ¢; clearly, 
one has d(P(O),p(¢;» < 3· E/3 = E. 

If It [b(r) / a(r)] dr < 00 for some (hence all) r> 0, we 
use (A5). Choose a sequence rn - 0 such that 

~ fur E ~ l rnb (r) 6,[2 nb(r)dr<2' 6 -(-)dr=oo. 
n=l 0 n=l 0 a r 

Let (ACP)n=f;n(b(r)/a(r)Jdr. Perhaps decreasing some 
of the r n, we may find N~ 1 such that L:~=1(ACP)n=CP/2. 
Now letP1=p(0), p!=pa:~:t2(6.cp)J)!5("';i""N+1), 
q1 = (r1, (Acp)1> 0), q! == (rt, (~CP)l + l:M 2(~cf»J' 0); PI 
and q! may be joined by the solution 1)/ of (9) satisfying 
7J1(r j ) =ql, while ql and PI_1 may be joined by the solution 
o· of (10) satisfying oj(r/) =q/. By Eq. (A. 1) [or (A. 2»), 
the length of each 1]\(0/) is bounded by .f2 for! b(Y) dr. 
Since p(¢) =PN, we have 

N N 

d(P(O), p«j» ~ 6 d(Pil q!) +:0 d(q!, P I .1) 
1=1 1=1 

N 

~26v'2 (lb(y)dr<E. 
I =l • 0 

Let P=={p}. 

3.7. Theorem: L =W (see 2.4 for the definition of 
L). Thus the essential boundary of M (2.5) is a point . 

Proof: Let 1)(s) = (;(s), <P(s), ~(s)) (0 ~ s < S, s = arc 
length) be any b-incomplete curve in L for which there 
is a sequence sn - S with r(sn) - O. We can assume that 
lims_.1 A(S) I == c<J (see 1. 3). Assume A- + c<J. Let rn 
= res ); for fixed n, consider the solution 1)(r) (0 < r 
""rn) ~f (6) satisfying cp(rn)==¢(rn), A(rn)==X(rn). We may 
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assume A(rn)?- 0. From (8), then, the length of 7) is 
~ 2 J~n b(r) dr- 0. But lim,.~o7)(r) =p(3. 5,3.6), which 
means d(~(sn)' Ji) - 0. 

3.8. Theorem: The only open set in M containing 
rr(ji) is M itself. 

Thus rr(jJ) can be Hausdorff separated from no other 
point in M. 

Proof: Let (ro, ¢o) E M. It suffices to show that the 
constant sequence (m n), all of whose terms are (ro, ¢o), 
converges to rr(j). Consider the sequence in L whose 
nth term is (ro, ¢o, n) (n?- 1). Let 7)n(r) be the solution 
of (6) satisfying ¢Cro) =' ¢o, A(ro) = n. By (8), the length 
of 17n is ~2e~n J;Ob(r)dr-O. Hence d(u.,p)-O, i.e., 
un -po So (ro, ¢o) = rr(un) -rr(Jj). 

4. FOUR·DIMENSIONAL SOLUTIONS 

In this section, the Schwarzschild and closed FRW 
solutions are considered. It is shown that, in both cases 
the bundle completion is not Hausdorff. 

4.1: We take the Schwarzschild metric in the form 
ds 2 = _ b2(r) d-y2 + b-Z(r) dt2 + -y2(d82 + sin28 d¢2), where 
b(r) = (2/r - 1)-1/2. Put the restriction 0< r < 1 on the 
manifold M. Define vector fields 

- 1 0 e----
• - rsinl1 o¢' 

These vector fields form an orthonormal frame u(m) at 
each point mEM={mEMI8*O, 8*rratm}. Let Ii be 
the bundle metric [Riemannian, not topological] on L(M). 
We may assume that the element 

(nn) 
of the Lie algebra 0(1,3) is used to construct one of the 
six vertical vector fields on L(M) which enter into the 
definition of 0 (see 1. 1). 

4.2: Consider the submanifold M o of M defined by 
8=rr/2, t=to=,const. This sub manifold is a cylinder of 
the type considered in Secs. 2 and 3. The metric is 
given by ds 2 =' - b2 d-y2 + rZ d¢2, which, it may be checked, 
satisfies (Al)-(A5) of 2.2. Let L c L(Mo) be the space 
defined in Sec. 2, with y the b~metric. Define a map 
i: L-L(M): (r, ¢, A)-u(m) . AI., where m=(r, to, rr/2, ¢), 
u(m) is the frame (el , ez, e3 , e.)(m), and AI. E 0(1, 3) is 
the matrix 

(

oshA ° ° SinhA) 

° 1 ° ° o 0 1 0 . 
sinhA 0 0 coshA 

4.3. Proposition: The map i is an isometry of (L, y) 
into (L(M), 0). 

Proof: Let el = (l/b)%r, e2 =' (l/r)%¢, and ol~A 
be vector fields on L, and let E be the vertical vector 
field on L(M) defined by 
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(g g g ~E 0(1,3), 

~ ° ° V 
Clearly i*(el) = et> i*(e2) = e •. A straightforward com
putation shows that i*(%A) = E. Now el' ea, and a/oA 
are y-orthonormal, while el, e., and E are O-ortho
normal. Hence i is an isometry. 

4.4. Proposition: Let d be the topological metric on 
L defined by y, d the topological metric on L(M) defined 
by o. Then d(i(x), i(y» ~ d(x, y). 

Proof: Both d and d are defined by an infimum of a 
length functional over a class of curves. By 4.3, the 
class for d contains (essentially) the class for d. The 
propOSition follows. 

In analagy with the two-dimensional situation, there 
is a natural subset P of L(M) \ L(M) defined by horizon
tally lifting curves t = const, 8 = const, ¢ = const. Con
sider the subset Po of P defined by those curves lying 
ini(L). By 3.7, 4.3, and 4.4, Po={J)}, a single point. 
Write rr for the projection L(M) - M. 

4.5. Proposition: Every neighborhood of rr(j) contains 
Mo· 

Proof: Let (m.) be the constant sequence all of whose 
terms are (ro, to, rr/2, ¢o) E Mo. By 4.3,4.4, and the 
proof of 3.8, the sequence {i(ro, ¢o, n)} (n?- 1) converges 
to p. This proves 4.5. 

4.6. Theorem: Let mE M. Then there exists q E it 
such that m is in every neighborhood of q. 

Proof: Since SO(3) acts on M by isometries, we may 
assume that 8= rr/2 at q. Apply 4.5. 

4.7: Consider the FRW metric in the form (see Refs. 
1 or 3) ds2 = dtZ + S2(t) da2, where (i) da2 is the metric 
on a standard 3-sphere, and iii) S = a(l- COST), t = aCT 
-sinT). We may write dcf=d1j!2 + sin21j!(d82 +sin28d¢2). 
Consider the submanifold 1j! = 8 = rr /2. The induced 
metric is dsz = - dl2 + SZ(t) d¢z; conditions (Al)-(A5) of 
2.2 are satisfied. The various steps of 4. 1-4. 6 may 
now be carried out to yield results analogous to 4. 3, 
4.4, 4.5, and 4.6 [in 4.6, SO(3) should be replaced by 
SO(4) ]. 

4.8. Remarks: (a) The techniques used in Sec. 4 can
not be applied to the Reissner-Nordstrom solution, nor 
to the Kerr solution. 

(b) Presumably non-Hausdorffness, particularly of 
the type considered in 4.6, is not a desirable property 
of the b-completion. One has a situation in which pOints 
of M, which intuitively are not particularly "close" to 
the singularity, nevertheless are in every neighborhood 
of some Singular point. Perhaps a way around this prob
lem would be_to put something other than the quotient 
topology on M. However, see the next remark. 

(c) Refer to Sec. 3 for a moment: One can show that 
if 
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then rjJ has a limit along any curve 1)(s) such that r(s) 
~ O. It might be argued that, in this case, it should be 
a circle, not a point. Thus, even if the topological dif
ficulties with M could be resolved, questions as to 
whether the b-boundary is a "good" boundary would 
remain. 

(d) Two conjectures concerning the b-boundary: for 
Schwarzchild, it is a line; for FRW, it is a point. 
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APPENDIX 

As in Sec. 2, we consider a cylinder 0 < r < R < 00, cp 
taken mod 27T, with metric ds2 = - b2(r) dr2 + a2(r) dcp2. 
Let 1) be a horizontal, b-incomplete curve in L, and 
let s = arclength along 1). Suppose that 1) "goes directly 
to r=O" in the sense that r(s) ~ 0 for all s (observe that 
a cl, timelike curve satisfying infsr(s) = 0 must also 
satisfy r(s) ,;; 0 for some choice of arclength parameter 
s). We will prove a theorem which gives a bound on the 
growth of A(S) along 1). The theorem is included here 
because it is felt that bundle techniques will have further 
application in the study of Singularities. For, the bundle 
length may be thought of as generalized affine param
eter. 1 Hence, if a "singularity" is thought of as an 
equivalence class of curves in M which are "incomplete" 
in some sense, then the class of b-incomplete curves 
is a natural obj ect to consider. 

Let 1)(s) = (r(s), cp(s), A(S)) be horizontal and b-incom
plete, s =arciength. Write r, (p, X for dr/ds, dcp/ds, 
dA/ds (as before, let a' =da/dr, b' =db/dr). 

By (2), 

X=[_ a'(r(s))/b(r(s))]4> (Al) 

The square of the length of h(s) is [see (5)] 

11~(s)112==[coshA' b(r)r- sinhA. a(r)4>]2. (A2) 

The proof of the following lemma is omitted. 

A. 1. Lemma: (a) (a4> - br)2 sinh2A(s) ,;; II 1)(S) 112 if A'" 0, 

(b) b2f-2(coshA(s) - sinhA(s))2,;; IIh(s)112 
if A'" 0, 
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(c) (a~ + br)2 sinh2A(s) ~ IIh(s)112 if A~ 0, 

(d) b2f-2(coshA(s) + sinhA(s))2 ~ II~(s) 112 
if A';; O. 

A.2. Remark: Note that 5.1 really states a fact about 
lengths of horizontal vectors; hence it holds for any 
horizontal curve 1) with any parametrization s. 

A. 3. Theorem: Let 1) : [0, s) - L be horizontal and b
incomplete with r(s),;; 0 (s = arclength). Let A(s) 
= b(r(s))a(r(s))/ a'(r(s)) coshA(s). Then lim ... A(s) = O. 

Proof: Let l(s) = fo' f(u) du, where 

f( ) _ (a~ - br) sinhA(s) if A(S) '" 0, 
s - (a4> + br) sinhA(s) if A(S) < O. 

Then f is continuous; we will write (abusing notation) 
f(s)==(a4>=Fbr)sinhA(s). By 5. la and 5.1c, lims_.l(s) 
exists. From Eq. (A. 1), l(s)=ft=Fbrsinh A(u)du 
- fo S(ab / a'l[ X sinhA(u) ] du, 0,;; s < "8. Integrate by parts 
in the second integral to obtain I(s) = fo' br(coshA 
=F sinhA) du - ab/a' coshA]g + mab' la' - aba" /a'2]r coshAdu. 
Let J(s) = fo· br(coshA=FsinhA) du. By 5.lb and 5. Id, 
lim._. J(s) exists. We have 

(*) I(s)-J(s)=-{A(s)-A(O) + Jo'[a 6 /a' 

- b'/b]rA(u) dU}. 

Now a" la' - b' /b = (d/dr) In(a' /b) ,;; 0 (A2), and 1',;; O. 
Hence the integrand in (*) is (for 0,;; s < s) positive. 
Suppose that A(s) '" t: > 0 for some t:. Then I(s) - J(s) 
,;; - {t: - A(O) + t: In[a'(r(s))/b(r(s))] + t: In[b(r(O))/ 
a'(r(O))]} • 

By 2.3d and the assumption 1',;;0, r(s)-O as s-"8. 
By (A2), the quantity in brackets tends to "". This con
tradicts the existence of limits for 1 and J as s -"8. 
Returning to (*) and using A(sn) - 0 together with the 
fact that the integrand is positive shows that A(s) - 0. 

*This research was supported by NSF Grant No. MCS76-07195. 
IS. W. Hawking and G. F.R. Ellis, The Large-Scale Structure 
of Space Time (Cambridge, London, 1973). 

2B.G. Schmidt, J. Gen. Rel. Gravitation 1,269-80 (1971). 
3R. P. Geroch, J. Math. Phys. 9, 450-65 (1968). 
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Phase-integral calculation of. quantal matrix elements 
without the use of wavefunctions 
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Simple phase-integral formulas for the calculation. without the use of wavefunctions. of quantal matrix 
elements of multiplicative and differential operators are given for the case of bound states in a single-well 
potential. The matrix elements are obtained to within the accuracy corresponding to any conveniently 
chosen order of the kind of phase-integral approximations used. 

1. MATRIX ELEMENTS OF AN UNSPECIFIED 
OPERATOR A 

ConSider the Schrodinger equation 

dZljJ 
"';":2 +QZ(z,E)ljJ=O, 
dz 

where, with obvious notations, 

Q2(Z, E) =(2m/ftl)(E - V(z) J. 

(1 ) 

(2) 

The function V(z) may be the actual physical potential 
or an effective potentiaL Thus, if we are concerned 
with the radial Schrodinger equation, V(z) is assumed 
to include also the centrifugal term. 

When the differential equation (1) is Solved approxi
mately by means of the (2N + l)th order of the kind of 
phase -integral approximations considered in Refs. 1-3 
and on pp. 126-31 in Ref. 4, there appears a function 
q(z,E) defined by 

N 

q(z,E)=Qmod(Z,E)2: YZn ' N=O,I,2, "', (3) 
'.a 

the explicit expressions for Yan up to Ya being given in 
Ref. 5 and up to Yzo in Ref. 6. The function Qmod(z,E) is 
either identical to Q(z, E) (unmodified case) or is another 
function (modified case) chosen such that the first-order 
phase -integral approximation becomes good at certain 
pOints where it would fail, if the function Q(z, E) were 
used (cf. Ref, 3 and pp, 126-31 in Ref. 4). 

Let us now assume that we have a single-well poten
tial and are concerned with a bound-state problem, for 
the solution of which we can use the above-mentioned 
"symmetriC" (cf. the terminology introduced by McHugh 
on p. 280 in his review article7

) phase-integral approxi
mations of the order 2N + 1. The complex z plane is 
assumed to be cut along the real axis between the two 
generalized classical turning pOints, i. e., the two real 
zeros of Q~od(z,E). It has recently been shown by 
N. FromanB that the expectation value of an analytic 
function j(z) with respect to a bound state with an energy 
En of a given single-well potential V(z) can be obtained 
by means of the apprOximate formula 

(n I f(z) In) = I j(z) q(Z~~n) If q(:,zEn) , (4) 

r. ~~n 
where r, is a closed contour of integration enCircling 
the two generalized claSSical turning points, i. e., the 
two real zeros of Q~Od(Z, En), as well as the zeros of 
q(z, En) associated with these two generalized classical 
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turning pOints, but enCircling no other zeros of 
Q!.od(z,En) and q(z,En}. The formula (4), in which the 
analytic function f(z) is assumed to be regular on and 
within the contour of integration r n' is very accurate 
for important classes of physical problems. 

According to (2) the function QZ(z,E) is real on the 
real aXiS, and therefore it is no restriction to assume 
the solutions of the differential equation (1) to be real on 
the real axis. If ljJ(z, En) and ljJ(z, En') are two normalized 
eigenfunctions (real on the real axis) corresponding to 
the eigenvalues En and En" respectively, the matrix 
element, with respect to those states, of an operator 
A is defined by 

(5) 

where the integration is to be performed along the part 
of the real z axis which is appropriate to the range of 
the physical variable z. 

For the sake of simplicity, and for didactic reasons, 
we shall now for a moment assume that the bound state 
with the energy En is the ground state. In this particular 
case the wave function ljJ(z,En) is different from zero 
everywhere on the appropriate part of the real axiS, and 
therefore we can write (5) as follows: 

(nIAln'>=/P(z,En) At«:::.';> ljJ(z,En)dz 

=Inl A<J;(z,En,) I n) • 
\ ljJ(z,E,) 

(6) 

Using (4), we obtain from (6) the approximate formula 

(n IA In') - jA<J;(Z,En,) dz ~I r dz, (7) 
- lJ!(z, En) q(z,En) J q(z,En) 

rn rn 

where Alj,{z, En') is aSRumed to be a regular analytic 
function on and within the contour of integration r,. This 
formula can be proved quite generally, 1. e., without 
the use of the simplifying assumption that the state n is 
the ground state. We shall, however, not dwell on this 
question in the present paper, since a general proof 
will be given in a forthcoming publication by the present 
authors. 

When Qmod(z,E) is chosen to be positive on the upper 
lip of the cut between the two real zeros of Q~Od(Z, E), 
and z lies sufficiently far away from the classically 
allowed region, the normalized eigenfunctions <J;(z, En) 
and lJ!(z,En.), which are real on the real aXiS, are given 
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by the approximate formulas (cf. Eqs. (30a, c) in 
Ref. 9; cf. also Ref. 10) 

l/J(z E )- exp(tlTi)q-l/2(?:,En)exp[-iw(z, En)] (8a) 
, n - (f dz/q(z E» 1/2 

rn '" 
and 

,II E)- exp(tni)q-l/2(Z,E",) exp[-iw(z, En'») (8b) 
<f\z, n' - (J rn,dz/q(z,En'»)1!2 ' 

where the contours of integration r" and r n, encircle, 
in the negative sense, the generalized classical turning 
points and the associated zeros of q(z, E) and where 

w«';,E)=~ J q(z,E)dz (9) 

with the path of integration in (9) defined either as a 
nonclosed loop around the left-hand generalized classi
cal turning point (cf. in Ref. 1 Eq. (lla) and Fig. lb), 
which corresponds to the situation that all wavefunctions 
are chosen to have the same sign in the claSsically for
bidden region to the left of that turning point, or as a 
nonclosed loop around the right-hand generalized 
classical turning point, which corresponds to the situa-

I 

2. THE CASE WHEN A = g(zl 

tion that all wavefunctions are chosen to have the same 
sign in the classically forbidden region to the right of 
that turning point. The contours rn and r n, in (7) and 
(8a), (8b) can be replaced by a single contour r which 
encircles (in the negative sense) the two real zeros of 
Q!od(Z, En) and the associated zeros of q(z, En)' as well 
as the two real zeros of Q!Od(Z, En') and the associated 
zeros of q(z, En')' but does not encircle any other zero 
of the functions Q;;"'d(z,En), q(z.En), Q!od(z,En,), and 
q(z,En,). The contour r shall thus enclose the general
ized classical turning pOints, as well as the associated 
zeros of q(z, E), corresponding to both of the bound 
states under consideration. We can also impose the 
condition that all pOints z on r shall lie far away from 
the classically allowed regions corresponding to the 
energies En and En" We can then use (8a), (8b) for ob
taining an approximate explicit expression for the 
quotient AIjJ(z, En)/IP(Z, En) in (7). The use of this 
approximate expression in the integrand of (7) is allowed 
only when AIjJ(z, En,)/IjJ(z, En) is not a too large and too 
rapidly varying function of z on the contour of integra
tion r. 

Letting A be a multiplicative operator g(z), which is a regular analytic function on and within the contour of inte
gration r, we obtain, in the way just described, the approximate formula 

( I I '>-/."" lexp{i[w(z,Ea)-w(z,En,)j) d0(/ dz )1/2(/ dz )1/2 
n g n - .. ,z 1/2( ) 1 12( ) Z ( E) ( E) , r q z,En q z,En, q z, n q Z, n' 

r r 
(lOa) 

which is valid provided that the function g(z) exp{i[w(z, En) - w(z, En')]} is not too large and too rapidly varying on the 
contour r. The larger and more rapidly varying this fUnction is on r, the less accurate formula (lOa) is expected 
to be for a fixed order 2N + I of the phase-integral approximations. 

Interchanging the indices nand n', and noting that the matrix element (n I gl n 'j is symmetric in these indices, we 
obtain from (lOa) the alternative approximate formula 

I I r exp{-i[w(z,E.,) -w(z,En,)]} /(/ dz )1/2 ( r dz )1/2 
(n g n~ = {. g(Z) ql/2{Z,En)ql/2(Z,En,) dz r q(z.En) (, q(z,E".) , (lOb) 

which is valid if the function g(z) exp{ - i[ w(z, En) - w(z, En') J} is not too large and too rapidly varying on the contour 
r. The larger and more rapidly varying this function is on r, the less accurate formula (lOb) is expected to be for 
a fixed order 2N + I of the phase-integral approximations. 

Formula (lOa) is eXpected to be more accurate than (lOb) when, on the contour of integration r, the function 
g(z) exp{ +i(w(z, E.,) - w(z, En') J} is smaller than and less rapidly varying than the function g(z) exp{- i(w(z, En) 
- w(z, En')]}' which is the case when En > En' if g(z) is slowly varying on r. The accuracy of both (lOa) and (lOb) is 
expected to increase when the quantum numbers nand n' increase, while In-n'l is kept fixed. On the other hand, 
the accuracy can be expected to decrease when In - n' I increases, which is, however, not a serious disadvantage, 
since the matrix elements then, in general, decrease and become small. 

The importance of choosing the appropriate sign in the function exp{±i[w(z, En} - w(z, En'}]}' occurring in an inte
grand in the matrix element formula [(lOa) or (lOb»), has been clearly illustrated by calculations on the harmonic 
oscillator. 11 The integrand in question is not large and has few OSCillations when the appropriate sign is chosen in 
the exponential, but becomes very large and has many oscillations when the other Sign is chosen. For the same 
relative error of the integrand, i.e., for a given order 2N+I of the phase-integral approximations, one therefore 
obtains a much more accurate value of the integral when the appropriate sign is chosen in the exponential. 

For operators such as g(z) = zP and g(z} = exp(ikz), which may become large and rapidly varying on r when p or 
I k I, respectively, becomes large, the accuracy is, in accordance with what has just been said, expected to de
crease when p or f k I increases. Test calculations on the harmonic oscillatorll confirm this assertion. 

When (lOa) and (lOb) are of comparable accuracy, it is reasonable to combine these two formulas to give the 
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following alternative approximate formula: 
1/2 1/2 

(nlgln~= I g{Z) C:i~~(;:E~>"~0~~~~~;» dz /(fq(z~~"») (fq(:'~n'»)' 
r /' r r 

(lOc) 

Test calculations on the harmonic oscillator and on a hydrogenlike ion11 show that when nand n' are large, while 
In - n' I is small, (lOc) may be considerably more accurate than (lOa) or (lOb). In more general cases (lOc) is, 
however, not as accurate as the appropriate one of the formulas (lOa) or (lOb). 

If we specialize formula (lOc) to the case of the first-order JWKB approximation and assume nand n' to be large 
but only slightly different, formula (lOc) can be transformed into the matrix element formulas obtained in the early 
days of quantum mechanics with the aid of arguments closely connected with the classical limit and the correspon
dence principle (d., e. g., pp. 172-73 in Ref. 12, pp. 173-74 in the Geiger-Scheel edition of Ref. 13, p. 95 in the 
Flugge edition of Ref. 13, Refs. 14, 15, and pp. 178-83 in Ref. 16). However, such arguments are very unsatis
factory when the quantum numbers are small, and furthermore there occur ambiguities in the resulting matrix ele
ment formulas due to the fact that one is concerned with four classical turning points (cf. the discussion of Debye's 
matrix element formula below). The arguments in question would, by the way, fail completely when one uses the 
higher-order phase-integral approximations with their strong singularities at the classical turning pOints and their 
extremely great accuracy when these points are not approached. 

To illuminate what has just been said, we refer, for instance, to Debye's formula for the matrix element of a 
variable x (corresponding to z in our notations). In Debye's matrix element formula (12) in Ref. 12 the interval 
(Xl' X2 ) is not well defined, since the classically allowed region is different for each one of the two quantal states 
involved. If one chooses Xl and x2 to be the interior turning pOints, Debye's formula should be correct to the order 
of magnitude. If, however, one choses Xl and x2 to be the outer turning pOints, Debye's formula may be unreliable, 
and it turns out that the matrix element of a power of X may be wrong by several orders of magnitude, if one of the 
states is excited and the other is low-lying. This has been checked by calculations on the harmonic oscillator. 11 

One can draw quite wrong conclusions when one tries to calculate quantal matrix elements by means of phase
integral approximations without sufficient mathematical rigor and understanding of the delicate properties of those 
approximations. To demonstrate thiS, we shall consider the diagonal matrix element, i. e., the expectation value, 
of an analytic function g(z) with respect to a quantal state I n) of a single-well potential. By definition this expecta
tion value is 

(11) 

where l/i(z, En) is the exact, normalized wavefunction (real on the real axis), and the path of integration in (11) is the 
interval of the real axis appropriate to the physical problem in question. Since the exact wavefunction is analytic, 
and the same is assumed to be true for the function g(z), one can Without any approximation replace the original 
path of integration in (11) by a contour which lies everywhere far away from the classically allowed region, i. e. , 
which lies in the region where the normalized wavefunction l/i(z, En) is approximately given by (8a). On this new con
tour of integration the relative error of the approximate wavefunction (Sa) is very small (especially for large quan
tum numbers n), and therefore one might be tempted to substitute the approximation (8a) for the exact, normalized 
wavefunction directly in the integrand of (11), after the path of integration has been deformed as just described. In 
this way one would conclude that the expectation value (nlgln) were approximately equal to the expression 

(12) 

One can, however, realize that this conclusion is erroneous by arguing as follows. Let us, in particular, choose 
g{z) to be equal to Q2(z,En) and use the first-order JWKB apprOXimation, which means thatdw(z,En)/dz=Q(z,En). 
The expression (12) can then be written as follows: 

i(/ Q(z~~JrjQ2(z,En)exp[-2iW(Z,En)]Q(:,zEn) =-~(f Q(:,ZEn)f jdzfz exp[-2iw(z,En»)=O, (13) 
~ ~ 

the last member of (13) being obtained as a consequence of the assumption that exp[-iw(z,En)J tends to zero as z 
approaches the end pOints of the contour of integration and the fact that r rndz/Q(z,En) is different from zero. One 
would thus, in this way, obtain the value zero for (nl Q2(z,En)ln) when the first-order JWKB approximation is used. 
By considering the harmonic oscillator we can in the following way see that this result is not correct. With a con
veniently chosen dimenSionless linear coordinate z for the harmonic oscillator we have Q2(Z, En) = (2n + 1) - z2, and 
the exact expreSSion for the expectation value of Q2(Z, En) is found to be equal to n + ~. This value of (n I Q2(Z, En) I n) 
is also obtained for all orders of the phase-integral approximations from the correct formula (4). The reason why 
an incorrect result was obtained in the above way of arguing is that, in a large part of the region, in which (8a) is 
valid with a very small relative error, the wave function is oscillating with a very large amplitude, and when one 
calculates the integral in (11) by integrating in such a region, it is very dangerous to introduce any approximation 
in the integrand. 
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3. THE CASE WHEN A = g(z) d/dz 

Letting now A be the operator g(z)d/dz, where g(z) is an analytic function which is regular on and within the con
tour of integration r, we obtain, in the way described at the end of Section 1, the approximate formula 

4zlg(z)~ In')= ((-iq(z,En.)- 1 dq(z,En'»)g(z) exp{i[w(z,E,)-w(z,En·)]} dZh( r dz )1/2(/ dz )1/2 
\' dz J \ 2q(z,En·) dz q1/2(Z,En )ql/2(Z,E") I~ J q(z,En ) q(z,En·j 

r r r 

(14) 

which is valid provided that the function q(z, En.)g(z) exp{i[w(z, En) -w(z,En.)]} is not too large and too rapidly varying 
on the contour of integration. For the validity of (14) it is therefore in general required that En ~En" unless one 
uses phase-integral approximations of suffiCiently high orders. This prescription has been confirmed by calcula
tions on the harmonic oscillator. 11 

Starting from the definition (5) with A =g(z)d/dz, and uSing partial integration, one easily obtains the exact 
relation 

(15) 

which, in combination with (14) with the indices n and n' interchanged, is often useful for the calculation of 
(nlg(z)d/dzln') when En <En" 

To illuminate the consistency of (14), we shall now consider the particular case of this approximate formula 
obtained when n' = n: 

(nlg(z) :z In) = f(- iq -;q ::)g ~z If ~z =[-i f gdz + I ~g d~ (%) dZ] 'i ~z . 
r r r r / wr 

(16) 

Since g(z) is a regular analytic function within and on the closed contour r, and since q(z, E) is single-valued on 
this contour, we can, after a partial integration, write the approximate formula (16) as follows: 

(nlg(z)d~ 1,= f -~~! ~z/f~z. 
r r 

(17) 

This approximate formula can also be obtained directly by uSing the exact relation (15) with n' = n and the approxi
mate expectation value formula (4). 

4. GENERALIZATION 

For the sake of simplicity we have in the present paper assumed En and En' to be energy levels in the same single
well potential. Our results are, however, applicable also when En and En' are energy levels in different, neighboring 
single-well potentials. Thus, to mention a particular application, when we consider bound states in different, but 
neighboring, single-well potentials and put g(z) '" 1, the formulas (lOa), (lOb), or (lOc) can be used for calculating 
Franck -Condon factors. 
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We study the Hamiltonians for nonrelativistic quantum mechanics-and for the heat equation-in terms 
of energy forms f V IV f d /L. where d /L is a positive, not necessarily finite measure on R·. We cover the 
cases of very singular interactions (e.g., N particles in R 3 interacting by two-body "8 potentials"). We also 
exhibit, on the other hand, regularity conditions for /L in order that H be realized as a perturbation of the 
Laplacian by a measurable or generalized function. The Hamiltonians defined by energy forms always 
generate Markov semigroups, and the associated processes are symmetric homogeneous strong Markov 
diffusion Hunt processes with continuous paths realizations. Ergodicity, transiency, and recurrency are also 
discussed. The associated stochastic differential equation is discussed in the situation where /L is finite but 
the drift coefficient is only restricted to be in L2( R • , d /L). These results provide a large class of examples 
where solutions of the heat equation can be expressed by averages with respect to the constructed Hunt 
processes, rather than with respect to Brownian motion. This is discussed in relation to recent work of 
Ezawa, Klauder, and Shepp, as well as of Hida and Streit. 

1. INTRODUCTION 

There is a well-known relation between the theory of 
diffusion processes, Markov semigroups, second order 
elliptic and parabolic partial differential equations, and 
potential theory on the Euclidean space R", see, e. g. , 
Refs. 1-7. New momentum to this study, especially 
for the case of symmetric Markov processes, was 
given more recently by Fukushima, see Refs. 8-10 
and references therein. This approach, continued 
particularly by Silverstein, 11.12 is of the analytic poten
tial theoretic nature, based on the study of general 
Dirichlet forms, by methods extended from the previOUS 
classical work of Beurling and Deny. 13.14 In Refs. 15-18 
two of us have adapted this approach to perform a 
detailed study of the energy forms on infinite dimen
sional spaces, with a view to applications in quantum 
field theory. 

The results and methods also have new implications 
in the finite dimensional case, as remarked in Refs. 
15, 16, and 19, however a systematic and detailed 
study of this case is only undertaken in the present 
paper. It turns out that the approach permits us, in 
particular, to define positive self-adjoint energy 
operators, Hamiltonians from the point of view of 
quantum mechanics, for very Singular perturbations of 
the Laplacian (e. g., sums of twO-body "Ii-interactions" 
in three dimensions), and, on the other hand, to give a 
natural incorporation of boundary conditions. More
over, all Hamiltonians constructed generate Hunt diffu
sion processes with continuous path realizations, having 
the strong properties studied in the quoted work of 
Fukushima and Silverstein. The finite dimenSionality 
of the space, as opposed to the infinite dimensionality 
of the cases discussed in the preceding work (Refs. 
15-18) allows for stronger results and in particular we 
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can deal with forms which are given by nonfinite mea
sures (i. e., nonnormalizable ground states). 

Let us mention that a very detailed study of the case 
where n = 1, the measures are finite and smooth and the 
potentials are lower bounded polynomials, is contained 
in Refs. 20 and 21. We also refer the reader to these 
references for many questions which can be profitably 
discussed in that case and are not treated in our more 
general situation. From another point of view, stimulus 
for this work also has its roots in the discussions on 
the relations between stochastic processes and quantum 
mechaniCS, see, e. g., Refs. 22-24, and more particu
larly in the recent work of Ezawa, Klauder, and 
Shepp. 25 The latter authors consider the stochastic 
equation corresponding to the heat equation, under the 
usual smoothness and growth conditions on the drift 
coefficient. They emphasize and discuss particularly 
the replacement of averages with respect to the 
Brownian motion by averages with respect to the pro
cess given by the solution of the stochastic equation 
("distorted Brownian path" picture). One of us, in 
collaboration with Hida, 19 has already given a detailed 
mathematical analysis of this interpretation in the case 
of GaUSSian processes, in relation both to quantum 
mechanics and quantum field theory. In this work it was 
shown in particular that the transformation which 
realizes the distorted Brownian path picture is the 
canonical one in the usual technical sense of GaUSSian 
processes. Moreover, the advantages of the distorted 
Brownian paths picture as a formulation of the dynamics 
were emphasized and illustrated by examples. One of 
the results of the present paper in relation of the 
"distorted Brownian path" picture of Ref. 25 is a pre
cise formulation of this picture for cases where the 
drift coefficient is not restricted by the usual Holder 
and growth conditions of the theory of stochastic aqua-
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tions (in particular it may have singularities and at 
infinity can grow faster than linearily). In terms of the 
associated potential V, entering in the Hamiltonian as 
a perturbation of the Laplacian, we allow singularities 
(in fact, V need not even be a measurable function, it 
can be a distribution) and more than quadratic growth at 
infinity. This illustrates the usefulness of considering 
the ground state-rather than the potential-as dynami
cal input. This point of view has its historical roots in 
Ref. 26. Let us now go briefly through the content of 
the different sections in the present paper. 

In Sec. 2 we study the energy forms in R" given by 
fVfvgdll, where V is the gradient, f and g are C1(R") 
functions of compact support, and Il is a positive regu
lar a finite Borel measure on R". When the form is 
closable in L 2(R", d Il), then it defines a self-adjoint 
positive operator H, the energy operator. Theorems 
2.1-2.4 contain sufficient conditions for the measure 
Il in order that the energy form be closable, hence H 
well defined, and in fact equal, on a dense domain in 
L 2(R", dll), to - V - f3(x)· v, where t:.. is the Laplacian 
and f3(x) is related to the measure j.l. by /3(x)=2v<l>(x)j 
<I>(x), with d/J.(x) = <I>(x)2dx. Sufficient conditions on the 
measure Il in order that H be realizable in the form 
- V + V with Va generalized respectively measurable 
function are in Theorem 2.3, resp. Theorems 2.2 and 
2.4. Theorem 2.5 provides a relation between the 
growth at infinity of <t>(x) and the location of the lower 
end of the spectrum of H. Essential self-adjointness of 
H on a natural domain is examined in Theorem 2.6. 
Finally Theorem 2. 7 extends the preceding results to 
the case of operators of the form - a(x)t:.. - i3(x) • V', 
where a(x) is a positive function, and to arbitrary open 
domains instead of R". A considerable part of Sec. 2 
is devoted to the discussion of several examples which 
illustrate the results and the range of application, such 
as boundary conditions (Examples 1, 2, 8), "0 poten
tials" (Examples 3 and 4 and Lemma 2.6) and other 
singular perturbations (Examples 5, 7, 9) (Example 9 
is related to Ref. 27). 

In Sec. 3 we show that the energy forms defined in 
Sec. 2 fall, from the potential theoretic point of View, 
into the class covered by the Beurling-Deny and 
Fukushima methods, 8-10,13,14 and therefore generate, 
in particular, Markov semigroups exp( - tH), t?- 0. 
Moreover we show that the energy forms are regular 
local Dirichlet forms in the sense of Fukushima and 
Silverstein,28,11 hence there exist Hune processes ~t 

which are properly associated with them and have con
tinuous trajectories outside a set of capacity zero. The 
results of Silversteinll are then applied to discuss 
ergodicity, tranSiency, and recurrency of the energy 
forms and the associated processes. 

In Sec. 4 we derive the stochastic differential equa
tion satisfied by the process ~t associated, by the con
struction of Sec. 3, with the energy form. In the case 
where djJ.(x) = <I> (X)2 dx, with <I> such that <1>, V'cp E L2 
E L 2(R", dx), ~t satisfies the stochastic differential 
equation 

d~! = i3(~t)dt +dw p 

where w t is the Brownian motion in R" with unit coeffi
cient of diffusion, and i3=2rp-1 vcp. We also show unique-
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ness of the solutions within the class of Markov pro
cesses with invariant distribution Il. We end with a re
mark concerning the "distorted Brownian path" picture 
discussed in Refs. 25 and 19. 

2. ENERGY FORMS IN W 

Let 11 be a positive regular a finite Borel measure on 
Rr.. Let L 2(dll) be the Hilbert space of real square inte
grable functions and consider R" as a real Hilbert space 
with its natural Hilbert structure. For f in the space 
C~(Rn) of continuously differentiable functions of com
pact support we define the linear operator V' from 
Lz(dll) to the Hilbert space L 2(dll)0R" by V'={afj 
aXll ••• , of/ax"}. We define the energy form E given by 
Il by 

(2.1) 

for f and g in D( V'). 

We shall say that iJ. is admiSSible if E is a closable 
form in Lz(dll), which is equivalent to V' being a closable 
operator from Lz(d Il) to L 2(d /J.) 0 R". In this case we 
shall denote the respective closures of E and '\7 
again by E and V'. From now on we shall assume that 
j.l. is admiSSible and E and V' are both closed. 

Let E1{j,g) = E(f,g) + {j,g), where (J,g) is the inner 
product in L 2(dll), and set Ifl~=E1{j,f). Then Ifl1 is 
the graph norm of V' and it organizes D(V') to a complete 
Hilbert space. Since E is a symmetric nonnegative 
closed form it defines uniquely a nonnegative self
adjoint operator H on L 2 (dll), and we shall call H the 
energy operator given by the admissible measure 11, 
Since V' is closed it has an adjoint V'* which is densely 
defined and one has H = V'* V' . 

Theorem 2. 1: If Il is absolutely continuous with 
respect to the Lebesgue measure such that the density 
p(x) =d/J./dx has a logarithm lnp(x) in D(V'), then jJ. is 
admissible. On the other hand, if jJ. is admiSSible and 
the coordinate functions are in D(H), then lnp(x)E D(V). 

Proof: Let /3(x) = V'lnp(x). Then one observes that 
- V - /3(x) is a densely defined adjoint of v, from which 
it follows that '\7 is closable. If, on the other hand, Il 
is admissible, then H = V'* V' and H Xi 

= '\7* {O, 0, .. ,,1,0,.,., o}. Hence for fE C;;'(R") we have 
(f,Hx,) = f(afjaxj)dlJ., since C;(R") CD(V'). Since 11 is 
a finite, it defines a distribution Il and in fact we have 
Hx i = - (ajilx j)J,J.EL2 (d/J.), in the sense of distributions. 
It is well known from the theory of distributions that 
this implies that iJ. is absolutely continuous with respect 
to the Lebesgue measure so that d Il = pdx and moreover 
i'Jpjax j = (aji'Jxj)jJ. in the sense of distributions. Hence 
(j, Hx j)= -(j, i'Jpjax j ), where the left-hand side is the 
L 2(dll) inner product. Thus we have Hxjdj.l. = - apjax j 
as distributions, i.e., Hxjp(x)=-apjaxj(x), and there
fore V'p/ p E L 2(d/J.). This proves the theorem. • 

Let us now assume that Il is absolutely continuous 
with respect to the Lebesgue measure, i. e., djJ.(x) 
= p(x) dx and set <I>(x) = p(x)1 /2. Then cP E L~OC(dx). lnp(x) 
E D( v) is equivalent to lncp(x) E D( '\7) and in fact 
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i3=2Vln<{>. Now 

IIf3W=4I!Vln<{>W:=4 JIV:t diJ-=4 jIV<{>!2dX. 

(2.2) 

So we see that f3 E La (d iJ-) iff V<{> E La(dx). 

We observe now that if we only have v<{> E LJoC(R") 
then, with f3(x)=2Vln<{>(x}, we still have that - V - {3(x) 
is defined on C~(R") and is a formal adjoint of V. Since 
C~(Rn) is dense in La(R"), V is closable and thus iJ- is 
admissible. Moreover, in this case we also have that 
V maps C~(R") into C~(R") CD(V*), since v* = - V - i3(x). 
Therefore, we have that C~(R") CD(n} and, for /E C~(R"), 

Hf= -Il.f - (3(x)· vf(x), (2.3) 

where Il./ = Z; L a2f/o~. If, in addition, we have <(> 
E La(dx), then iJ- is bounded and 1 E La(d/J.) and obviously 
Hl=O. 

On the other hand, if <(>, v<{>, v<{>/<{>, and Il.<{>/<{> are all 
in LJ°C(Rn), where the derivatives have to be understood 
in the sense of distributions, then for fE C~(R") we have 
that <(> -I f E D(H), because 

(2.4) 

is in La(d/.d, so that rp-l/E D(V) and 

E(<{>-I/, ¢-1/) = JRnf{X)(-1l. + V(x»/(x-)dx, (2.5) 

with 

V(x)= ilr:p¢ (x)=t{3(x)' /3(x) +~v· {3(x). (2.6) 

Since V= il¢/<p E L~oc(Rn), it follows that C~(Rn) 
CD(-Il. + V), so that by (2.5) and the definition H we 
have <(>-1 fE D(H). Hence 1- <(>-7 is an isometry be
tween L 2(dx) and L 2 (dlJ,) which takes H into a self-adjoint 
extension of -Il. + Vex) as defined on C~(Rn). In fact the 
form 

J f{x}C-1l. + V(x»f{x)dx 
R" 

(2.7) 

restricted to f= <(>g with gE C~(R") is a closable non
negative form and the operator defined by its closure is 
the image of H under the isometry I _ <(> -I I between 
La(dx) and L 2 (dlJ,). If, in addition, V(x);. - c / X I Z for 
some constant c, then -Il. + V is essentially self-adjoint 
on C~(Rn) Z9 so that in this case the image of H in Lz(dx) 
is the closure of - t::. + V. Other conditions for - Il. + V 
to be essentially self-adjoint on Cg(R") are well known, 
eo g., V E Lz(R") + L~(R") for n "" 3 or V E Lp(R") + L .. (R") 
for some p > n/2 for n;. 4.30 We formulate these results 
in the following theorem. 

Theorem 2.2: 1. Let iJ- be absolutely continuous with 
respect to the Lebesgue measure and set d iJ-(x) 
= <(>Z(x)dx. 

If V<{> is in LJoC(R"), where the derivative is taken in 
the sense of distributions, then iJ- is admissible. More
over, C~(R")CD(H), and fortE C~(R") we have 

HI:c= - Il.f - (3. vf, 

where f3(x) = 2 cp-l(X) V<{>(x). If, in addition, <(> E Lz(dX), 
then 1 E La (d/J.) and H· 1:c= O. 
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2. Let iJ- be equivalent with the Lebesgue measure 
and let v<{>, cp-l V rp, and ¢-lilr:p be all in L~OC(R"), where 
the derivatives are taken in the sense of distributions. 
Then <(> -I C~(R") C D(H) and for f E C~(Rn) 

H ¢-1 I = ¢-I(_1l. + V)/, 

where Vex) = (Il.r:p/ r:p)(x):= t{3(x)' (3(x) +tv· #..x). 

Moreover the isometry 1- ¢ -11 between L 2 (dx) and 
Lz(diJ-) takes H into a self-adjoint extension of -Il. + Vex) 
on C~(R"). If, in addition, V(x);. - c / x/a for some con
stant c then - il + V is essentially self-adjoint and hence 
¢H¢-1 is the closure of -Il. + V. • 

We shall now conSider in more detail the case where 
/J. is equivalent with the Lebesgue measure, and we 
assume in addition that v¢ and ¢-IVcp are in L~oc(Rn). 
In this case it follows from (2.4) that «>-IC6(R")CD(V), 
and for f in C~(R") we have 

E(r:p-1/, CP-lf) = in [Vf' Vf-2vI v: 1+(V:jZ/a dx 

= ./." Vf' "fdx 

-t r v{f2) 0 {3(x)dx+tjf3 2f 2dx, (2.5') 
J R " 

which is to say that for IE C;(R") 

E(cp-l f, cp -II) = J Rn VI' Vldx + J R" (tV' i3 + tf3 2)ja dx, 

(2.8) 
where the derivative vf3{x) is to be taken in the sense of 
distributions. So introducing the distribution Vex) 
=tV{3 +t{32 we have that, for IE C~(Rn), 

E(CP-1/, cp -I f) = J
R
" "f' vfdx + J f Vfdx. (2.9) 

We state these results in the following theorem. 
Theorem 2.3: Let IJ, be equivalent with the Lebesgue 

measure and set dlJ,(x) = cp2(x)dx, and assume that v¢ 
and f3(x) = 2<{>-I(X) vcp(x) are in LJoC(R"), where the 
derivatives are taken in the sense of distributions. Then 
cp -IC~(Rn) C D(V) =D(H1/ 2). The distribution Vex) 
= ~"(3 + t f32 is a continuous linear functional on C~(Rn) 
and for fE C~(R") we have 

E(cp-l f, cp-l f) = J
R

" I Vila dx + J Rn Vf2 dX, 

where V is here considered as an element in the dual of 
C~(Rn). Moreover, the right-hand side in the equation 
above is a form defined on C~(Rn) XC~(R") which is non
negative and closable in L 2 (dx), and this form is the 
restriction of the form of the self-adjoint operator 
¢Hcp-l in L 2(dx) to C~(R") XC~(R"). • 

There is another version of the first part of Theorem 
2.2 which we shall give, but first we need some nota
tions. If T is a distribution we shall say that 
T E L!OC(R" -A), where A is a closed set, iff for any 
fE C;(R" -A) we have that the distributionj(x)T(x) is 
actually given by a function in Lp(R"). We then have 

Theorem 2.4: Let diJ-(x) == cpa(x)dx where cp E L~OC(R"). 
If there is a closed set N of Lebesgue measure zero so 
that the distributions v¢(x) are in LJoC(R" - N), then iJ
is admissible and for any f E C~(R" - N) we have 

HI= - ilf - f3. vf, 

where f3(x)=2,,¢(x)/¢(x). 
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Proof: Let f E C~(R") and g E C~(R" - N). Then 

J Vf gcp2dx = - (j, v( gcp2» • 

Now since cp E L~OC(R") we get that 

V{gcp cp)= v{gcp) cp +gcp Vcp 

= Vg cp2 +2gcp Vcp 

in the sense of distributions by utilizing the fact that 
the derivatives of distributions are the weak derivatives 
with respect to translations, and that the product of two 
La-convergent sequences converges in Lu which im
plies distributional convergence. From this it follows 
that 

and obviously f3(x)· g(x) E L 2(djJ.), so that - V - f3(x) de
fined on C~{R" - N) is a formal adjoint of V. Since 
C~{R" - N) is dense in L 2 {djJ.) we have that V is closable, 
and therefore jJ. is admissible, That for f E C~(R" - N) 
we have that Hf = - Af - f3Vf follows from the fact that 
V maps c~(R" -N) into C~{R" - N) which is in the D(V*) 
and where V* takes the form - V - 13, together with the 
fact that H = v*v, 

We shall now give some examples to illustrate the 
strength of the theorems above. We shall not give all 
calculations in connection with the different examples, 
but in each case the statements can be easily verified. 

• 

EXample 1: Let ncR" be compact with an piecewise 
C1

• Then Ao in L 2(n) with Dirichlet boundary conditions 
on an is well defined as a self-adjoint operator and it 
has discrete spectrum, Let AD be its lowest eigenvalue 
and CPo be its lowest eigenvalue and CPo be its corre
sponding normalized eigenfunction. It is well known 
that CPo may be chosen nonnegative in which case it is 
unique. We define cp(x) = 0 for x E/ nand cp(x) = CPo(x) for 
x En, then cp(x) is continuous and piecewise C1

• We 
define d jJ. = cp2dx. It follows now from Theorem 2.2 that 
J..L is admiSSible. And by utilizing that CPo(x) is in fact 
strictly positive in the interior of n we actually find 
that 

as a self-adjoint operator in L 2 (n, dX), 

EXample 2: Let n be as in Example 1 and let Ak be 
any eigenvalue of A.a and cp" be its normalized eigenfunc
tion. Again we extend cp" to R" by setting it equal to zero 
outside n. Let diJ, = cp2 dx where cp:::: cp". Again we have 
that iJ, is admiSSible and in fact we find that in this case 

where A" is the self-adjoint Laplacian with Dirichlet 
boundary conditions on the set cp,,(x):::: O. This means 
that - A" is the operator given by the closure of the 
form f 0 I Vgl 2dx, where gE cp"C6(R"). 

EXample 3: Let n::::3 and cp(X)=(41Tlxl)"lexp(-mlxl) 
with m~O. Then vcp(x)=-(471'IxI 3 t 1(x-mxlxl) 
Xexp(- m I x I) which obviously is in L~OC(R3 -{O}). Hence 
we have by Theorem 2.4 that iJ, is admiSSible for all 
m~O. 
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LetfE C~(R3) such thatf(O)=O, we then easily find 
that cp-lfE C~(R3)cD(V). By computation we have 

E(cp-1f, CP-lf) = JR"(I vfl 2 +m2lf 1
2)dx. 

Moreover, it follows from this equation that if 
fEC~(R3) withj(O)::::O we have that CP-1fED(H) and 

(cpHCP-1)f= (- A +m2 )f, 

so that in this case cp(H - m2)cp-l is a self-adjoint exten
sion of - A defined on f E C~(R3) with j(0) = O. This self
adjoint extension - Am is actually different for different 
values of m since it has (41T1 xl)"1 exp(- m I xl) as an 
eigenfunction with eigenvalue m 2 for m > 0 and no eigen
function for m = O. Hence Am is a one parameter family 
of self-adjoint extensions of A on fE C~(R3) with 1(0) = O. 
For a complete characterization of all the self adjoint 
extensions of this operator see Ref. 31, 

Example 4: Let us set n = 3N and let us write X E R" 

as {Xl>'" ,xN } with x j ER3
• Let Ai be AX! so that 

A=Zid Ai' Set 

with m ~ O. We then obviously have that cp E L~oC (R"), 
Let D = {xl Xi = Xj for some i * j}, then obviously D is a 
closed set of measure zero and it follows from the 
formula for Vcp in the previous example that vcp(x) 
E L~oC (R" - D). Hence we have by Theorem 2.4 that J..L 

is admiSSible for all m ~ 0, 

We observe now that, for xER"-D, Acp(x)=(1/471') 
X'L,1</A; + AJ } x I XI - XJ 1-1 exp(- m I XI - Xj I, so that for 
XER" -D we have Acp=2m2 cp. Therefore, let 
fE C6(R" - D), we then easily find that 

E(rp-1/, rp-lf) = J R"(I VI 12 +2m21f 1 2 )dx, 

or if/E C~(R" -D) we have that CP-1/ED(H) and 

(cpHcp-I)f= (- A +2m2 )f. 

So in this case cp(H - 2m2 )cp -1 is a self-adjoint exten
sion of - A defined on C~(R" -D). These self-adjoint ex
tensions are actually all different from the usual 
Laplacian since any fE C~(R") CD(H) implies that rpf for 
I E C~(R") is in the domain of CPH cp -1 and CPI is evidently 
not in the domain of A, In fact from Theorem 2.5, to 
be proven subsequently, it follows that H has 0 as a 
greatest lower bound for its spectrum, so the extension 
cp(H - 2m2)cp-l has - 2m2 as a greatest lower bound for 
its spectrum. Hence the extensions for different values 
of m are all unitarily inequivalent and therefore differ
ent for different values of m, We therefore have: 

Let 
Am = cp(H - 2m2 )cp-I, 

Then Am is a self-adjoint extension of the restriction of 
A to C~(R" - D) where XED ¢=O> XI:::: xJ for some i * j, 
such that - 2m2 is the greatest lower bound for its 
spectrum, So obviously AmI = Am2 ~ m1 = m2 and more
over Am for m = 0 is still different from A. Hence AD, 

1. e., Am for m = 0, is an extension different from A 
which is nonnegative. Moreover, Am is obviously in
variant under arbitrary translations or permutations 
and under 0(3), since cP is invariant under these groups, 
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For previous discussions on the self-adjoint extensions 
of the restrictions of Ii to C~(R" -D) in the case of 
N=3 see Refs. 32 and 33. 

Example 5: Let I/>(x) = 1 for I xl "" 1 and I/>(x) = Ix 1-(n-2) 

for Ixl :;.1, xER". Then obviously I/>EL~OC(R·). More
over VI/> = 0 for Ixl""1 and vl/>=-(n-2) Ixl-(·-I)(x/ 
Ixl) for Ixl:;.1 is also in L~OC(R"). Also (3(x) = 1/>-1 VI/> =0 

for I xl'" 1 and (3(x)= -2(n -2) I xl-2 x for x:;. 1 is also in 
L~OC(R·). We continue now according to Theorem 2.3 
and calculate the distribution V(x)=tv. {3+t{32. We find 
that tv. (3=(2n -4)o(r -1) - (n _2)2Ixl-2 e(r -1), t/3 2 

= (n - 2)2 I xl-2 e( I xl 2 -1), where o(r -1) is the measure 
concentrated on the sphere of radius 1 and e(s) = 1 for 
s >0 and 0 for s "" O. From this we see that V(x)= 
= 2(n - 2)o(r -1). Hence we get from Theorem 2.3 that 
IJ. is admissible, that 1/>-IC~(R") c D(H1 /2) and 

If we replace I/>(x) by I/>(x) + G, then 2(n - 2) would go to 
A = 2(n - 2)/(1 + a) in the formula above. We easily see 
that I/> -IC~(R') is dense in the graph norm in D(H1 /2), 
from which it follows that the closure of the form above 
gives the operator I/>H I/> -1. 

Example 6: Let l/>(x)=exp(x2/2), then VI/>=xexp(r/2) 
and /3(x)=2x are all in L~OC(R") and also V(x)=r +n is 
in LiOC(R"). Hence according to Theorem 2.2, part 2 
we know that I/> -1 C~(R") C D(H) and 

on C~ (R"). On the other hand, the operator -Ii + x2 - n 
is the harmonic oscillator which is essentially self
adjoint on C~(R") and has zero as a lowest eigenvalue 
with corresponding eigenfunction exp(- x2 /2). Hence we 
wee that this furnishes us with an example where the 
spectrum of H does not go down to zero but in fact H 
:;. 2n. It is also an example of a case where I/> E L 2 (R") 
but where H still has discrete spectrum. 

That the spectrum of H in this case does not start at 
zero has to do with the growth of I/> at infinity. We shall 
see this in the next theorem. First we need a 
definition. 

Let j.J. be absolutely continuous with respect to the 
Lebesgue measure with d j.J. = ¢2 dx and I/> E L~ OC(R'). Let 
G T = 1J.({x; I x I "" r}). Then for any r > 0 we have that 
a;laT+1 -1 is an upper bound for the infimum of the 
spectrum of H. We shall say that IJ. has growth of exact 
order k iff aT=Cr" +O(rk) for some k:;. O. We see that 
if aT has growth of exact order k then a;laT+1 -1 con
verges to zero as r- co. This gives us the following 
theorem. 

Theorem 2.5: Let dj.J. = 1/>2dx with I/> E L~OC(R'). If IJ. 
has growth of exact order k and IJ. is admissible then the 
infimum of the spectrum of H is zero. _ 

Let now 

(2.10) 
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with XE R', n= 3N and Xi ER3. Then 

xexp(-mlx j -Xj I exp(- m IXk - x,l. 

Then obviously 

/ ¢(x)2dx= 1~7f b1 !lx l _xj l-
2 

Ixl Cr 
Ix! C:r 

xexp( - 2m I Xj - Xj I )dx + 0(1""-6) 

(2.11 ) 

or after a change of variables y = (1/ 12)(x1 - Xj) and z 
=x8 y E R·-3

, 

J 2 N(N -1) 
I/> (x)dx= 647f 

IxlEr 

Xexp(- 2/'2" m Iy I) dydz + 0(1""-6). (2.12) 

Now set s = I y I and t = I z I , 

I lyl-2 exp(-2v'2mlyl)dydz (2. 13) 
IYI2+1~12E,.2 

= IS21 IS._41 I I exp(-2f2ms)t·-4dsdt, 
s2+t2~T2 

where I Ski is the area of the unit k-sphere. Equation 
(2.13) is equal to 

1""-3 IT r, (s \:i] (.-3)/2 

IS21IS'-41 n _ 4 exp(-2v'2ms) r -rJ J ds 
o 

= [(n - 4)2/'2" m]"1 I s211 S._41 1""-3 + 0(1""-4). (2.14) 

Hence we have proved the following lemma. 

Lemma 2.6: If dfJ. = ¢2dx where 

1 N 
l/>(x)=-4 .6 IXi-xil-lexp(-mlxj-xjl, 

1T j(j 

then 

I d/-L=N(N-1)[64rr2·(3N-4)2v'2mj"1 
Ixl ET 

so that fJ. has growth of exact order 3 (N -1), hence by 
Theorem 2.5 the infimum of the spectrum of H in 
Example 4 is zero. 

Example 7: Set I/> (x) = I xl-'" with xER·. Then for 
a <n/2 we have that ¢EL~OC(R') and v¢=-axlxl-",-a 
is also in L~OC(R") for a <n/2 -1. (3(x)=-2axlxl-2 is 
in L~OC(R') for n:;' 3. In this case we find V = tVf3 + ti3 2 

which gives V(x) = - a(n - 2 - a)1 xl-2
• Hence by 

Theorem 2.3 we have that, for a <n/2 -1 and n:;. 3, 
d/-L = ¢2dx is admissible. a <n/2 -1 is equivalent to 
A= a(n -2 - Q) <Hn _2)2, so by Theorem 2.3 we have 
for fE C~(R") that 

E(I/>-
l
f, 1/>-

l
f) = IR.I vf 1

2
dx -AIR' Ixl-2 lf 1 2 dx 

for n ~ 3 and A < Hn - 2)2. Since the form above is the 
restriction of E to C~ x C~ it is bounded below, hence it 
is obviously also bounded below for A = Hn - 2)2, which 
is a claSSic inequality of Rellich. 

-
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If, however, n/2 -1 ~ a <n/2, then we still have that 
cp E L~OC(R") and Vcp E L~OC(R" - {O}). Hence by Theorem 
2.4 d/-L = cpadx is still admissible, and in this case 
t{n - 2)a ~ A <t{n - 2)a +n/2 -1. By Theorem 2.4 we 
get that the formula above for the energy form still 
holds but now only for fE C~(R" -{O}), Hence we find the 
rather interesting result that for any n the form 

J R" I vf la - A J R" I X I-a I f la dx 

defined for A <t{n - 2)a +n/2 -1 and for fE C~(R" - {o}) 
is bounded below and in fact it is the restriction of the 
self-adjoint operator cp Hcp-l to C~(R" -{O}). For other 
discussions of the above form see Refs, 30, 34, 35 
(Chap. X), 36, 37, and 38. 

Example 8: Let DC R" be open and set cp(x) = 1 for 
'<ED and cp(x) = 0 for xi-D. Then cpELJoC(R") and Vcp 
E LJoC(R" - aD) and since aD is a closed set of measure 
zero we have that d/-L = cpadx is admissible and obviously 
for any f E C~(R") 

E{j,j)=Jvlvfladx while (j,f)=Jvlfladx, 

from which it follows that H is the Laplacian with 
Neumann boundary conditions in La(D). 

EXample 9: Consider the measure d/-L(x) = cp(x)2dx on 
the real line, where cp(x) is the solution of the equation 

(- ~ +gV)cp =0, 

with V(x) = 1 xl-O<, a> 0 for xf- 0, and g a positive con
stant, As a grows we have interactions of increasing 
singularity. We have, for a f- 2, 

cp(x)-alxI 1/ 2[ -l( 2& Ixl(2-o<)/2\ 
- 12-0<1 12-al 1 

+ b I X 11/2 K -1 ( 2 & I x I (2 _0<) /2\ 
12-0<1 12-al J 

where [ and K are Bessel functions, and for a = 2, 

cp(x) = a I xl l / 2+,;g.rr4 + b I X 11 / 2 -,1 g+1/4. 

TABLE I. 

Conditions Result on H 

(absolute equivalence) 

We list the results of Theorems 2.1-2.4 (which all 
imply that /-L is admissible) and their applicability to 
the present example in Table 1. 

The potentials of Example 9 are standard examples of 
Singular perturbations, of e. g., Ref. 27. We shall see 
that the corresponding dynamics may be expressed 
directly in terms of stochastic processes. 

Theorem 2.6: Let d/-L(x) = cpa(x)dx with cp(x) bounded 
below by a positive constant on each compact, and 
assume that Vcp and ~cp are in L~OC(R"), where Vcp and 
~cp are the distributional derivatives of cp. Then /-L is 
admissible and cp-1 C;(R") CD(H) where H is the corre
sponding energy operator. For any fE cp-l C;(R"), H 
has the form 

Hf= - ~f - {J. Vf· 
Assume now, in addition, that (J=2cp-1Vcp is in L!OC(R") 
and satisfies the condition v{J= Vi(x) + Va(x) with Va 
E Lp(R") with p ~ 2 for n~ 3, p >2 for n=4 and p ~ n/2 
for n ~ 5, and VI E L~OC(R") with Vi (x) ~ - c~ - d, for 
some constants c and d. Then H is essentially self
adjoint on cp-l C;(R"), 

Proof: By the fact that cp is bounded below on com
pacts and Vcp as well as ~cp are in L~OC(R") we have that 
Vcp-1EL~OC(R") and ~cp-1=cp-1Vwhere V=tV{J+t~ is 
in L~OC(R"). From this we also get that (J=2cp-1 vcp 
E L~OC(R"). So by Theorem 2.3 /-L is admissible and 
cp-1C;(R") is in D(H1

/
a), moreover we have 

E(cp-f, CP-1f)=JRn!VfI2dX+ J R" Vfadx 

= JR"f(- ~ + V)f dx. 

Now under the assumptions of the Theorem - ~ + V is 
essentially self-adjoint on C;(R"). This follows from 
the FariS-Lavine theorem (Theorem X. 38 35) and its 
corollary. Hence the form above has a unique closure 
so that 

Example 9 

Theorem 2.4: 
1> E L~oc, 1> E L~ociJ{' -N) 

HI =-~-{3'V 
cij(R" -N) 

01 > 2 with a = 0 
01 = 2 with b = 0 
if g~i 

Theorem 2.2.1: 
1> E L!oc, V1> E L!0c 

Theorem 2.1: 
1> E L~oc, V1> E L2 

B. dlJ. ~ dx (equivalence) 

Theorem 2.3: 
1>, V1>, 1>-IV1> E L~oC 

Theorem 2.2.2: 
1>, V1>, 1>-1 V1>, 1>-1 V1> EL~oC 
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01<2 

01 > 2 with a = 0 
(l!=2 " b=O 
(l! <2 " b'" 0 

(l! < 1 with b '" 0 

01 < ~ with b '" 0 
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as a self-adjoint operator. However - t:>. + V is essen
tially self-adjoint on C~ so that H is essentially self
adjoint on cf>-lC~. Moreover, the identity Hj= - t:>.j-
- fJ"'j, j= cf>-lg follows from the fact that Hcf>-lg 
= cf>-l(_ t:>. + V)g, together with the definition of V. This 
proves the theorem. • 

Let nCR" be an open subset of R". Let IJ. and v be 
positive regular (] finite Borel measureS on nand IJ. 
absolutely continuous with respect to v. For j,g in C1(n) 
we define the energy form given by M by 

E(j,g)=Jn"'j·VgdfJ.. (2.15) 

We shall say that M is v admissible if the form (2.15) is 
closable in L 2(n,dv). We then have the following 
generalization of Theorem 2.4. 

Theorem 2.7: Let J.l. be absolutely continuous with 
respect to v, such that dJ.l. = cf>2dx and dv= rf dx in n, 
with cf>, lJ!, and cf>lJ!-1 in L~OC(n, dx}=L~oe(n), where dx is 
the Lebesgue measure in n. If there is a closed set N 
en of zero Lebesgue measure and vcf> as well as 
cf>. (Vlji/lji) are in L~OC(n -N), then jJ. is v admissible, 
i.e., the form E(j, g)=[ nVf' VgdlJ. as defined on 
C~(n) xC~(n) is closable in L 2(dv). Let H be the operator 
associated with the closure of this form. If fJ= 2cf>Vcf>/ 
rf is in L~OC{n - N), then for j E c~(n - N) we have that 

Hj= - (] Ai - (3. Vj, 

where (]= (d(.J./dll)· (cf>2/lJ!2). 

Prooj: LetjE c~(n) and gE C~(n -N), then 

E(j, f)=/(~ Vj)'(~Vf)q;2dX 
so that E(j, j) is the square of the graph norm of the 
operator j- cf>lJ!-lVjin L;a(dll). So E being closable in 
L 2 (dll) is equivalent with cf>lj!-lv defined on C~(n) being 
a closable operator. We find as in Theorem 2.4 that 

on C~(n - N) is a densely defined adjoint and therefore 
cf>lJ!-lv must be closable. The formula for H follows by 
direct calculation. This proves the theorem. 

3. DIFFUSION PROCESSES IN Rn 

• 

As in the final part of Sec. 2, let n be an open subset 
of R" and let dlJ. <dv <dx, 1. e., d(.J. = cf>2dx, dll = lj!2dx 
with cf>lJ!-1 E L~OC(n), such that J.I. is v admisSible in n. 
Let exp( - tH) be the strongly continuous semigroup 
generated by H, where H is the self-adjoint operator 
aSSOCiated with the closure of the energy form E(j, g) 
=[Vj.VgdM in L 2(n, dv). We know that exp(-tH) is a 
strongly continuous contraction semigroup in L 2(dv). 
Exp( - IH) is called Markov if 0 .,; j.,; 1 implies 0 
.,; exp( - tH)j'" 1. A nonnegative symmetric bilinear 
form e on La(dll) is called Markov if for any 6> 0 there 
exists a nondecreasing function cf>6(t), tER with cf>6(t) 
=tforO.,;t.,;1, 1cf>6(t)I.,;ltl, and-o.,;cf>6(t).,;1+6for 
all t E R, such that for any function j E D(E), where D(e) 
is the domain of e, we also have cf>6 (j) E D(€) and 

(3.1) 
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Theorem 3.1 (Fukushima); If € is Markov and closable 
then the self-adjoint operator associated with the closed 
form is the infinitesimal generator for a semigroup 
exp(-tH) which is Markov. Moreover, if a strongly 
continuous semigroup exp( - tH) is Markov, then the 
closed form defined by its generator is Markov. 

For the proof of this theorem see Ref. 9. 

Theorem 3.2; Let n be an open subset of R" and let 
diJ, <dll <dX, such that M is v admissible. Then the 
energy form E(j,f)=!Vj' VjdM defined on C~(n) is a 
closable Markov form. So the energy operator H given 
by the closure of E in L 2 (dv) is the infiniteSimal genera
tor of a strongly continuous Markov semi group 
exp(- tH). 

Proof: Let -It 6 E C~(R) be such that 0.,; -It 6" 1 and 1J.1 6 (t) 
= 1 for 0.,; t ~ 1, -It 6 (I) = 0 for t E (- 6, 1 + 6). Note that 
for any 6> 0 there exists such a -It 6' Let CP6 (t) 
==! ~ >¥ 6 (T) dT. We then have for any j E C~(R") that 

E (cf> 0 (j), cf> 0 (j» :::: J 11J.I 6 (j) 12 I VI 12 d iJ. 

.,; 11"'jI2#, 
which proves that E is Markov. The rest of the theorem 
follows from Theorem 3. 1. 

We shall now assume that the measure II is every
where dense in n, Le., that lJ!(x) >0 a.e. with respect 
to the Lebesgue measure, where dll=lJ!2dx. A regular 
Dirichlet form in the sense of Fukushima9 is a closed 
Markov form such that D(€) n Co(n) is dense in D(e) in 
the €(j, f) + (j, f) norm and also closed in Co(n) in the 
supremum norm, where co(n) are the continuous func
tions in n which vanish at a n or at infinity. Since ob
viously C~(n) is dense in co(n) and also by definition 

• 

in D(E), the domain of the closed energy form, we have 
that the closure E of E is a regular Dirichlet form. 

Lemma 3.3: The closure E of E is a regular Dirichlet 
form in the sense of Fukushima. • 

Let A be open in n. We define the capacity of A by 

1
inf E(u,u)+(u,u), ifLA*¢'! 

Cap(A) = UELA 

00 ifL A =¢, 

where LA={UED(E); U~ 1 v-a.e. onA}. 

The capacity of any subset B of n is then defined as 

Cap(B)==inf{Cap(A); BCA and A is open}. (3.2) 

Cap(B) is a strongly subadditive Choquet capacity. 39 

We say that a set B in n is polar if it is a Borel set 
and Cap(B) = O. 

F or any Borel set A C n, we denote by B (Al the a
algebra of Borel subsets of A, while B(A) will stand for 
the space of all B(A) measurable bounded functions in 
A. 

Suppose now that we have a Markov process ~I(w) with 
state space (Y, B (Y» where Y is some Borel subset of 
n. We adjoin a "death" point a to Yand regard Yu a 
as a topological subspace of the one-point compactifi
cation n u a of n. The transition semigroup given by 
the process ~t will be denoted by Pt: Ptf(x)=EJf(~t» for 
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X E Y and f E B( Y). Following Fukushima, 9 the Markov 
process ~t is then said to be properly associated with 
the energy form E if 

Cap(a- Y) =0 (3.3) 

and Ptf is a quasicontinuous version of exp(- tH)f for 
each fE L 2 (dll) n B(Y) and t >0. A function g is said to 
be quasicontinuous if it is defined in the complement of 
a set of capacity zero and if for any (; > 0 there is an 
open set G of Cap(G) < (; such that the restriction of g 
to a - G is continuous and continuously extendable to 
aU a - G by setting g(a) =0. 9 

We now have the following theorem, as an immediate 
consequence of a corresponding theorem of Fukushima. 

Theorem 3.4: If 1.1. is II admissible then there exists a 
Hunt process ~t properly associated with E • 

For the definition of a Hunt process see Ref. 3, 
Chapter XIV. 

A regular Dirichlet form E is said to be local if for 
any fl and fa in D(E) n Coca) we have that E(fl>fa) =0 
whenever i1 and fa have diSjoint supports. It is easy to 
see that the closure of E is local. It follows then from 
a theorem of Fukushima and Silverstein (see Refs. 28 
and 11, Theorem 11. 10, p. 124) that the process ~t of 
the previous theorem can be so chosen that it has con
tinuous trajectories on YU a. We therefore have 

Theorem 3.5: If /J. is II admissible then the process 
~t of the previous theorem has continuous trajectories 
on Yu a, or equivalently ~t(w) is continuous in Y for 
almost all wand for 0 ~ t < s, where s is the lifetime of 
the trajectory, i. e., 

sew) = inf{t > 0 such that ~t(w) = a}. 

It follows from the positivity and symmetry of 
exp(- tH) that it extends to contraction semigroups in 
LP(dll) for 1 ~ P ~ 00 which are strongly continuous con
traction semigroups in the cases 1 ~ P < 00. We shall 

• 

say that the energy form E is ergodic if the correspond
ing semigroup exp(- tH) is ergodico We now have the 
following lemma which is a direct consequence of Ref. 
11, corollary 1. 5, p. 12. 

Lemma 3.6: If E is ergodic and f, g> 0 II-almost 
everywhere and in Ll (dll) , then 

{x: (W1(J(x) < oo} ={x : (W1g)(x) < oo}, 

where H is the infinitesimal generator of exp(- tH) in 

L 1 • 

If E is ergodic we say that the energy form E is 
transient if H-1f is finite v-almost everywhere for all 
fin L1(dv) and recurrent if W1f=-00 II-ao e. for allf in 
L1 (dll) and recurrent if W1f = 00 II-a. eo for all f>-- 0 and 
nontrivial in Ll (dll). 

We have the following theorem which follows from 
Silverstein (Ref. 11, Theorem 1. 6, p. 13). 

Theorem 3.7: If E is ergodic and recurrent, then 

• 

exp(- fH)1 =- 1 for all t>-- o. • 
We introduce now the extended space D" (E) by saying 

that f E D"(E) if there exists a sequence fn E D(E) 
= D(H1 /a) such that fn is Cauchy in E(j,j)l /a and fn - f 
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II-a. e. on a, and we have the following lemma, a con
sequence of results of Silverstein (Ref. 11, Lemma 
1. 7, po 15). 

Lemma 3.8: LetfE De(E) and letfn be as above. Then 
limn _ ~E(fmfn) exists and is independent of the choice of 
fn. We may therefore extend E to De(E) by setting 
E(f,j) =-limn_~E(fn,jn)' We then have that D(E) =D8 (E) 
n Lz(dll). • 

We now have the following theorem (Ref. 11, Lemma 
1. 8, p. 16, Theorem 8.6, p. 93L 

Theorem 309: If E is ergodic and recurrent, then 
1 E U(E) and E(l, 1) = 0, and if E is transient, then 
limt _ ~ exp( - tH) = 0 in the strong operator topology in 
La(dll) 0 Moreover if E is transient then De(E) is a 
Hilbert space, and if E is recurrent then D8 (E) is not 
a Hilbert spaceo • 

From Propositions 4.16 and 405 of Ref. 11, p. 58 and 
p. 43, we have the following two theorems. 

Theorem 3010: If E is recurrent, then if M is a Borel 
set of positive capacity we have that 

pr{ ~t(w) E M, t >-- n I ~o(w) :=x} = 1 

for all x if a outside a set of capacity zero, and for all 
n. 

Theorem 3.11: If M is polar, then 

pr{~t(w) EM for some finite tl ~o(w) =x}=o 

for all x outside some polar set. 

4. THE STOCHASTIC DIFFERENTIAL EQUATION 

• 

• 

Let a be an open subset of Rn. Let /J. be a probability 
measure on a. In relation to Theorem 207 we assume, 
for simplicity of notation, /J. = II. otherwise we assume 
the same as in Theorem 2.7, i. e., d/J. = ¢a dx with ¢ in 
L~OC(a, dx) and such that there exists a closed set NC a 
of zero Lebesgue measure such that "V¢ is in L~OC(a - N) 0 
Then we know by Theorem 2.7 that /J. is admissible. 
Let H be the energy operator, i. e., the operator asso
ciated with the closure of the form E(f, g) = In "Vf· "Vgd/J. 
as defined on cMa) xct(a) in La(a, d/J.). We also assume 
that f3=2"V¢/¢ is La(a,d/J.). 

Since /J. is a probability measure we have 1 E Lz(a, d/J.) 
and exp(- It IHi ) = 1, so that the corresponding process 
may be taken as a homogeneous Markov process ~t' 
- 00 < t < 00, with invariant measure /J. • 

Let Lz(dw) be the L2 space of all the L2 functions 
which are measurable with respect to the process, i. e., 
with respect to the functions ~t(w). The time translation 
~t(w) - ~t+s(w) induces a measurable transformation on 
the w space which leaves invariant the probability mea
sure dw. Hence it generates a strongly continuous uni
tary group Vt on La(dw) 0 LetfE La(d/J.), thenf(~t) 
E La(dw) with I If(x) lad/J. = E(f(~t» and Vsf(~t) =f(~t+S)' 
Moreover for fE D(B) we have thatf(~t) is in the domain 
of the infinitesimal generator of Vt and we have 

(4. 1) 

where the derivative is in the strong Lz(dw) sense. 
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Now let 

(4.2) 

then Xs is strongly Lz(dw) differentiable, {3(~) being 
strongly Lz(dw) continuous. Let X~ == Xs+h - Xs, then by 
Taylor's theorem we have, for fE C~(n), 

If( ~t + XS+h) - f( ~t + Xs) - Vf( ~t + X.J X~ I 
~ 11lt11 2 ... 1 x~lz, (4.3) 

where 1lt11 2 ... is the norm in C~(n). We now have that 
h-1X~ converges to - {3(~.J, strongly in L 2(dw) as h - 0, 
thus Vf(~t + X.J(1/h)x~ converges strongly in L 2(dw) to 
- Vf( ~t + Xs) • {3( ~.J, as h - O. On the other hand, h-1 1 X~ 12 
converges strongly to zero in L1(dw), because h-1X~ is 
uniformly Lz(dw) bounded and X~ converges strongly to 
zero in L 2(dw) as h - O. By (4.3) we then obtain that 
f(~t + X.J as a function of s from [0,00) into Ll (dw) is 
strongly differentiable, with derivative given by - Vf(~t 
+ Xs) . f3( ~S). 

Now let F t be the conditional expectation with respect 
to the past of t. Conditioned with respect to the past 
of t, f(~t+h + Xt) is a function of ~t+h alone for h> 0, be
cause Xt is sure if conditioned with respect to the past 
of t. From this it easily follows that, for h > 0, 

FtVHt+h + Xt)] (4.4) 

is strongly Lz(dw) differentiable with respect to h, with 
forward derivative at zero equal to 

(4.5) 

Since strong Lz(dw) differentiability implies strong 
L1(dw) differentiability, dw being a probability measure, 
we have that (4.4) also has a strong forward L1(dw) de
rivative at h == 0 given by (4. 5). Hence F tlf( ~t+h + Xt+h)] 
has a strong Ll (dw) forward derivative at h == 0, by the 
results above and Leibnitz' rule of strong differentia
tion, with derivative given by 

F t[ - (Hj)(TJt) - (3(~t) • (Vj)(TJt)], 

with TJt == ~t + Xt· 

(4.6) 

Recalling the argument preceding formula (4.5) we 
have that Hf is to be computed by considering f as the 
functionf(x + Xt), with Xt sure, so that Hf is actually 
given, by the results of the previous section, as - ~f 

- {3(x)Vf, where {3 is to be evaluated at the point x. 
Hence we have that, in (4.6), (H!HTJt) == - (~j)(TJt) 
- (3(~t)' Vf(TJt). Thus (4.6) takes the form 

Ft[(~j)(TJt)], (4.7) 

where 

(4.8) 

Hence we have proven that, if TJt(w) is defined by (4.8), 
the integral being understood in the strong L 2(dw) sense, 
then for any fE C~(n) we have thatf(77t) has a strong for
ward derivative in the sense that Ft[{( 77t+h)] has a strong 
one-sided Ll (dw) derivative at h == 0, which is equal to 
F t[ (~j)(77t) J. By (4.8) we have that Ft is also the condi
tional expectation given by the past of the process 
TJt(w) • 
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Let us now assume that n == R" and consequently that 
Il == II is a probability measure which is admissible in 
the sense of Sec. 2. Since by assumption {3 E L 2(R") we 
easily see that S(R") C D(H), where S(R") is the Schwartz 
test function space. It follows then from the argument 
above that (4.7) holds also for all f E S(R"), if {3 E L 2(dll). 
An obvious extension of Lemma 3.1 of Ref. 16 then 
gives us that TIt is the Brownian motion Wt with initial 
distribution given by Il. Hence in this case we have that 
~t satisfies the stochastic differential equation 

(4.9) 

where Wt is the standard Brownian motion in R". We 
can now state the following theorem. 

Theorem 4.1: Let dll(x) ==¢(x)Zdx be a probability 
measure on R" such that Il is admissible and such that 
{3(x) == 2V In¢(x) is in L 2(d/J.) or equivalently, V¢ is in 
L 2(dx). Then there exists a solution 77t of the stochastic 
differential equation 

d ~t == f3( ~t) dt + dWI> 

where Wt is the standard Brownian motion in R", with 
continuous paths, such that ~t is a Hunt process. More
over if ¢(x) satisfies the conditions of Theorem 2.6, 
then there is only one nonanticipating solution of the 
above stochastic equation, in the class of Markov pro
cesses with invariant distribution /J.. 

Proof: We have already proven the first part of the 
theorem; we shall now also prove the remaining "more
over part" of the theorem. Let ~t be a Markov process 
which solves the stochastic equation with the prescribed 
initial distribution dll. Then by the fact that ~t solves 
the stochastic equation we get 

~t == fot f3(~.J ds + Wt, (4.10) 

where Wt is the Brownian motion with initial distribu
tion Il. Since Il is an invariant measure for ~t. the 
above integral can be taken in the strong L 2(dw) sense, 
as in the proof of the first part of the theorem. For 
fE S(R"), by an argument similar to the one preceding 
the theorem, we have that f(fot f3(~.J ds + Wt) has a for
ward derivative in the strong Ll (dw) sense, because by 
an adaptation of Ito's results, ~s being by assumption a 
nonanticipating solution, we have that 

(4. 11) 

is strongly Lz(dw) differentiable with respect to h at 
h == 0, with derivative 

where F t is the conditional expectation with respect to 
the past of t. Then, we get, as in the argument pre
ceding the theorem, that Ft[{(~t'h)] has a right-deriva
tive given by 

Ft[~f(~t) + f3(~t)' Vf(~t)] == ~f(~t) + f3(~t)vf(~t). (4.12) 

Hence the Markov semigroup P t! == E oUl ~t)], where Eo 
is the conditional expectation with respect to ~o, has 
- ~ - f3 • V as an infinitesimal generator on S(R"). How
ever by Theorem 2.6 we have that the only semigroup 
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with such a property is the one given by the energy form 
and it is constructed in Sec. 2. The process associated 
with this semigroup is the one described in Sec. 3. 
Thus we have P t = exp(- IH), where H is the energy op
erator given by IJ.. This completes the proof of the 
theorem. • 

Remark: Let us now make some brief comments in 
relation with Ref. 25 (also see Ref. 19). Theorem 4.1 
implies, in particular, that under the stated general 
assumptions the weak Lz(R", dlJ.) solution l/J(l, x) of the 
heat equation 

a 
at lji(l, x) = Alji(l, x) - Vlji(t, x) (4.13) 

with initial condition 

l/J(O, x) =f(x) (4.14) 

in L 2(R", dlJ.) is given in terms of the process ~t by 
f(~t)('), in the sense that for any gE L 2(R", dlJ.) we have 

f g(x)l/J(t, x) dlJ.(x) = E(gHo)!(~t» (4.15) 

and 

d 
dt E(g(~o)f(~t)) =- E(g(~o)(H!)(~t)) 

= - f g(x)(Hlji)(t, x) dlJ.(x), (4.16) 

where E is the expectation in L 2(n, dW). The solution 
of the heat equation is thus given by integrals over the 
sample paths of the process ~t' related to the Brownian 
motion Wt by the stochastic equation 

In the pictorial language of Ref. 25 we have an expres
sion of the solutions of the SchrO<iinger equation as 
averages with respect to "distorted Brownian paths." 
Let us recall that our result holds under the only as
sumptions that the measure djJ.(x) =¢(x)2dx is admis
sible (see Theorems 2. 1-2.4 for conditions for this 
to happen) and that the drift coefficient (3 is in Lz(R", dlJ.), 
1. eo, equivalently that 'i1¢ E Lz(R", dx). Thus we need 
neither local Holder continuity nor restriction to linear 
growth at infinity for {3 (take, e. g., ¢ = exp(- Ix I"'), 
QI> 1). In our case the potential V = t{32 + 'i1{3 = A¢ / ¢ 
need not necessarily exist as a measurable function. 
On the other hand, also strongly growing potentials 
like, e. g., lower bounded polynomials are allowed. In 
the cases where the potential V exists as a measurable 
function and is such that the Feynman-Kac formula 
holds, we have of course that (4. 12) is also given by 

Ew (exp[ - fot V(w.) dT ])-1 Ew(g(wo)!(Wt) 

x exp[ - lot V(w.) dT ]), 

where E", is expectation with respect to the Wiener 
process Wt. We recall that sufficient conditions for the 
Feynman-Kac formula to hold are, e. g., V E (Lp + L",) 
x (R", dx) for some p > n/2 if n if' 3 and p = 2 for n = 3, or 
V"" 0 and V E LfOC(R", dx), see, e. g., Refs. 35 (Chapter 
X, p. 279) and 40. 
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It is shown that the energy spectrum of the Bloch electron in an external field is continuous. 
Furthermore, it is shown that all approximations which take into account interband coupling within groups 
of finite number of bands (the N-band approximation) lead to a pure-point spectrum of intertwining 
Wannier-Stark ladders. This instability of the continuous spectrum under the N-band approximation is 
related to a theorem due to Weyl and von Neumann. Approximation methods for dealing with interband 
coupling within a group of finite number of bands are given. 

1. INTRODUCTION 

Weyl and von Neumann pointed out that the continuous 
spectrum is very unstable in that arbitrarily small per
turbations can turn it into a pure point spectrum. On 
the contrary, the common belief is that physically mean
ingful perturbations do not cause such pathologies: They 
leave the continuous spectrum continuous and the discrete 
spectrum discrete. Instabilities of the continuous spec
trum have been considered to be of mathematical interest 
having little or nothing to do with physics. 

We shall show that a natural physical approximation 
widely used in solid state phYSics is of this nature: The 
approximation discards a presumably small part of the 
Hamiltonian, thereby changing the original continuous 
spectrum into a pure point spectrum. The example is 
taken from the theory of the one-dimensional Bloch 
electron in an external field. In Sec. 2 it is shown that 
the spectrum is absolutely continuous from - 00 to 00 and 
that it has no gaps. The absolute continuity of the spec
trum follows from a general theorem in Sec. 2. This 
theorem generalizes a known result of Dunfold and 
Schwartz to potentials that are not necessarily mono
tonic at infinity. 

It is an experimental fact that, even though the band 
index is no longer a constant of motion, the electron 
leaks out of the band very slowly for external fields that 
are not too strong. A natural approximation is to as
sume that the band index is a true constant of motion 
(and then correct perturbatively). This is the "single 
band approximation, " and it leads to the pathological 
character described in the Weyl-von Neumann theorem: 
The exact continuous spectrum is made a pure point 
spectrum by it. 

The point spectrum (eigenvalues) of the single band 
approximation has been of conSiderable interest because 
it is related to the Wannier-Stark ladder, 1 which con
sists of an infinite set of eigenvalues with spacing Ea. 
E is the force field and a is the lattice spacing. In some 
sense, the Stark ladder is the analog of Landau levels 
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in external magnetic fields. However, whereas the lat
ter has at least a sound experimental baSis, this is not 
the case for the Stark ladder which is more of a problem 
than a well-established effect. 2 The point spectrum is 
an artifact of the single band approximation since the 
exact spectrum is absolutely continuous. However, this 
does not prove that there is no Stark ladder effect in the 
sense of a periodic structure in the physical (optical, 
say) spectrum. In particular, this does not mean that 
the single band approximation is "large" or unphysical. 
On the contrary, the lesson of the Weyl-von Neumann 
theorem is that the spectrum, in its set theoretic sense, 
is a very sensitive object. 

In Sec. 4 we discuss the N-band Hamiltonian. We prove 
that the spectrum consists of N intertwined Wannier
Stark ladders. Thus a finite interband interaction pre
serves the discrete spectrum. We also consider methods 
of approximations for the interband coupling. An ana
logy between the time-dependent Schr&Unger equation 
and the N-band Hamiltonian is used to apply the adiabatic 
approximation to obtain the eigenvalues of the N-band 
Hamiltonian. This analogy also leads to a conservation 
law of probability in k. 

2. THE MODEL 

Consider the one-dimensional single particle 
Hamiltonian: 

H=p2/2m + V(x) + Ex, XE Ri. 

V(x) is periodic and twice differentiable. 

(1) 

This Hamiltonian describes the motion of a charged 
particle in a periodic crystaline field and in an external 
constant electric (or gravitational) field. The crystal is 
assumed to be infinitely big. H is self-adjoint by stand
ard arguments. 3 

The spectrum of H is the real energy axis; i. e., it is 
continuous stretching from - 00 to 00. Before proving 
this, let us consider the Simpler Hamiltonian: 

Ho=p2/2m+Ex. (2) 
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The unitary transformation 

U == exp[ip3 16m] (3) 

transforms Ho into the multiplication operator Ex. Ho 
and Ex are thus unitarily equivalent so that in particular 
they have the same spectrum. The spectrum of an oper
ator which is a multiplication by a function is the range 
of values this function assumes. In our case the spec
trum of Ex, and hence of H 0, stretches continuously 
from - 00 to 00. Note that H 0 has no eigenvalues embedded 
in the continuous spectrum. 4 

It is perhaps physically obvious that the addition of a 
bounded periodic function to H 0 does not change the na
ture of the spectrum and in particular that the Hamil
tonian (1) has no bound states. 5 Mathematically, a prob
lem arises because the periodic potential remains finite 
at infinity. It may then happen that interference due to 
the wiggling of the potential produces bound states. Ex
amples of such bound states were given by von Neumann 
and Wigner. 6 

The following theorem guarantees the absolute con
tinuity of the spectrum for potentials that go to - 00 in 
one direction (at least) with no assumption of mono
tonicity. 7 

Theorem: Let there be given the second order differ
ential operator 

d2 

-dX!- q(x) 

on the interval [O!, 00). Assume that: 

(a) q(x) is positive for x large enough, 

(b) J"[(q' /q3/2)' +Hq')2q-S/2]dx <00, 

(c) J"q-1/2 dx==00, 

(d) I q(x + a) I > I q(x) I for a> ao' 

(4) 

Then the spectrum of any self-adjoint extension of the 
operator is entirely continuous and covers the whole 
real axis. In particular, this is the case for the Hamil
tonian in Eq. (1). 

The above theorem is a standard result in analysiS, 
except for condition (d), which is customarily replaced 
by a much stronger condition of monotonicity of q(x) 
(monotonicity is equivalent to ao == 0). The proof of this 
theorem is identical to the proof of Corrolary XIII. 6. 21 
in Dunford and Schwartz. 8 In other words, Dunford and 
Schwartz prove a stronger result than the one they state. 
We shall only point out that (d), or equivalently the as
sumption of monotonicity, is used once in the proof, to 
show the absence of L2 solutions. 

To summarize: 

(a) H has absolutely continuous spectrum from - 00 to 
+ 00 for E l' O. In particular it has no gaps of forbidden 
energies characteristic to the free (E == 0) Bloch 
Hamiltonian. 

(b) H has no eigenvalues (bound states), not even eigen
values embedded in the continuous spectrum. In particu
lar there is no ladder structure for the eigenvalues. 
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3. THE SINGLE BAND APPROXIMATION 

Here we shall briefly review the" single band approxi
mation, " which reflects the idea that bands are meaning
ful objects even in the presence of external fields of 
force. 9 The apprOXimation involves adding a term to the 
Hamiltonian which makes the band index a true constant 
of motion. The matrix elements of the position operator 
x in the nk representation areS•

10 

(nk I x I mk') == i6m' n:
k 

6(k - k') + x mn(k)6(k - k'); (5) 

xm.(k) are continuous functions in the absence of bands 
crossing. ll (This is the generic situation in one dimen
sion. 14 Moreover, 

iii Pmn(k) 
xmn == m €m(k) - €.(k) , 

Consider the Hermitian operator A with matrix 
elements 

Amn(k)==xmn(k), m'#n, 

Amn(k) == O. 

(6) 

(7) 

In the single band approximation, the Hamiltonian H 
in (1) is replaced by 

HSB ==H - EA. (8) 

One expects that HSB is an approximation to H if A is in 
some sense small. Phenomenologically, A is associated 
with tunneling which is a very slow process on atomic 
scale for large band gaps12 [see Eq. (6)]. Hsa assumes 
the simple form of an infinite number of decoupled, 
first-order differential operators, with the operator 
corresponding to the nth band being 

iE :k + €n(k) + Exnn(k). (9) 

Hsa is diagonal in the band index n and has pure point 
spectrum. The eigenvalues have two quantum numbers
the band index n and a ladder index v. The eigenfunctions 
and eigenvalues are, respectively, 

1fJ.v(mk) == I~";i a exp (- ~ irk,. dk'[ A"" - £n(k') 

- Ex .. (k') J) , (10) 

aj+'rla 
A",==vEa+-

2 
dk[£n(k) + Exnn(k)], 

11 -r I. 

where v=={O,± 1, ± 2," .}, n=={l, 2," .}. zfin.(k, m) is just 
a phase in k. This is a consequence of a conservation 
law which will be discussed in Sec. 4. 

For fixed n, the eigenvalues are equally spaced, hence 
the name "Stark ladder. " The infinite number of ladders, 
corresponding to the infinite number of bands, are in
tertwined. There is thus an infinite number of eigen
values within each energy interval Ea. 

4. N-BAND HAMILTONIAN 
A. A spectral theorem 

Consider the N-band Hamiltonian HNB in EN® L 2(B), 
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EN an N-dimensional vector space and B the Brillouin 
zone. HNB is given by 

HNBl/J(n, k) =iE :k l/J(n, k) + (n(k)l/J(n, k) 

N 

+ E £ xnm(k)l/J(n, k), n == 1, ... , N. (11) 
m=l 

HHB describes N bands coupled by the interband inter
action xmn(k).lS OUr purpose is to show that, for any 
finite N (and in the absence of band crossing), HHB has 
a purely discrete spectrum in the form of N Stark lad
ders. Only for N 0= 00 is the continuous spectrum 
recovered. 

H HB has discrete spectrum by the following argument: 
The N-band Hamiltonian with xmn(k) set equal to zero has 
a compact resolvent [this follows from Eq. (10)]. If 
there is no band crossing, it follows from (6l that the 
interband interaction xmn(k) is a bounded operator. By a 
basic theorem of Rellich14 H HB has a compact resolvent, 
and so H NB has a purely discrete spectrum with isolated 
eigenvalues accumulating only at infinity. 

The pathological behavior of the spectrum under the 
perturbation of interband coupling is peculiar to the full 
infinite bands Hamiltonian. That is, only in this case 
does the interband coupling make a continuous spectrum 
discrete or vice versa. In particular, no N-band model 
recovers the absolute continuity of the true spectrum. 

Let h(k) be the operator 
N 

hl/J(n, k) == (n(k) </J(n, k) + E I) xnm(k)l/J(m, k) (12) 
m=l 

and hmn(k) its matrix elements. 

Hermiticity and periodicity give two global charac
teristics of the solutions of N-band Hamiltonians. 

(a) The spectrum of eigenvalues has the form of N 
intertwined Stark ladders. 

This follows from periodicity in k-space: If !hen, k), 
{k E B, n == 1, ... ,Nt is an eigenvector with eigenenergy 
A, then exp(ivka)</J~(k, n) is an eigenvector with eigen
energy A+ vEa. A simple continuity argument shows that 
there are N such ladders: Let the interbands coupling 
shrink to zero. This shifts the eigenvalues up or down 
but it does not annihilate or create eigenvalues. Since 
there are N ladders for zero coupling, there are N lad
ders also for any non-zero interband coupling. 

(b) Probability conservation in k-space: If l/J~(k, n) is an 
eigenvector of the N - band Hamiltonian then ~~=1 I </JA (k, n) \ 2 

is constant, independent of k. 

To show this let (</J(k), cp(k)) denote scalar product in 
the N-dimensional vector space, i. e. , 

N 

(l/J(k) , cp(k)) '" ~ l/J*(n, k)cp(n, k). (13) 

The eigenvector ~ of the N-band Hamiltonian satisfies 

iE :k l/J~(k, n) == [A - h(k) ]l/J~(k, n). (14) 

Since A is real and h(k) self-adjoint, the result follows 
by Stone's theorem. 1s This conservation relation is the 
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analog of the conservation of probability for the time
dependent SchrlXlinger Hamiltonian. 

B. Methods of approximation 

The N-band Hamiltonian cannot be solved exactly in 
general and one must resort to approximations. 13 Al
though perturbation expansion in the interband inter
action is in principle possible, this is not the most con
venient method. 18 In particular, the perturbation ex
pansion does not preserve property (b)-conservation of 
probability in k. [It does preserve property (a). ] A more 
natural approximation is the adiabatic method. 17 This 
approximation is exact either when h(k) is independent of 
k or when h(k) is diagonal. The approximation proceeds 
from the aforementioned k-t analogy. 

Let ~(k) and 1/In(m, k), {n, m = 1, ... , N} be the eigen
values and eigenvectors of the matrix h(k) in EN' Fur
thermore, let 

- a 1.+.'. A'==-2 dk ~(k). 
rr -ria 

Then, in the adiabatic approximation, the eigenvalues 
and eigenfunctions of the N-band Hamiltonian are 
respectively 

A,.,== An + vEa, 

iff,.,B (m, k) =: 1/In(m, k) exp(ivka) exp 2. fA 
E -ria 

x dk[ An(k) -"'\,) , 

where n == 1, .•. ,N and v == 0, ± 1, ... , ± 00. The adabatic 
apprOXimation satisfies both properties (a) and (b), 
i. e., it has the spectrum of N ladders and it conserves 
probability in k. 

SUMMARY 

We have shown that the spectrum of the Bloch electron 
in an external field is continuous. Under a perturbation 
corresponding to the accounting for interband coupling 
within groups consisting of a finite number of bands, 
the spectrum has been shown to become discrete, con
sisting of intertwined Stark ladders. This phenomenon is 
related to a theorem of Weyl and von Neumann. 18 Final
ly we have shown that probability in k is conserved by 
eigenfunctions of the N-band Hamiltonian, and introduced 
a method of approximation for the interband interaction 
which preserves this property. 
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We find that, under certain conditions, two soliton!> of an integrable !>ystern can form a synchronized 
bound state when the system i!> perturbed. 

1. INTRODUCTION 

In this paper we investigate the behavior of certain 
solutions to the "double" sine-Gordon equation, 

uxx - UTT =:uxt =: sinu + 0'0 sin(u/2), 0 < (<< 1, (1. 1) 

where x = (X + T)/2, t =: (X - T)/2, by mapping the solu
tions u(x, t) of (1. 1) into the scattering functions associ
ated with the integrable Sine-Gordon equation, 1 

Uxx- UTT =Uxt =sinu. (1. 2) 

This particular investigation is part of a general effort 
to develop a singular perturbation theory for the inverse 
scattering transform in which one constructs uniform 
asymptotic expansions for the scattering functions over 
time scales inversely proportioned to the small coupl
ing coefficient ( multiplying the "nonintegrable" terms 
in the equation. Of particular importance is the under
standing of the analog of "resonance" in strongly non
linear systems. 

A weakly nonlinear system is usually analyzed by 
calculating the slow changes, due to the weak nonlinear 
coupling, which occur in the fixed parameters (ampli
tudes AI> wave vectors k j and frequencies WI' Wj =: w(kl ), 

i = 1, ... , N) associated with the normal modes of the 
linear system. A solution is sought in the form of an. 
asymptotic expansion in powers of the coupling param
eter, the leading order term of which is given by a lin
ear combination of the linear normal modes. In general, 
this expansion is nonuniform in time due to resonances 
between waves satisfying conservation of momenta 
L;~=lkJ=Oand energyL;'J=lwJ=O, n=3,4, ... ,N, cri
teria. t The expansions can be made uniform (renormal
ized) by allowing the amplitudes (and in some cases the 
wave vectors and frequencies as well) to be slowly vary
ing functions of time. 2 In this way, one obtains a de
scription of how the energy in a given normal mode is 
affected by the nonlinear coupling with the other normal 
modes. It should be noted that the strength with which 
the secular terms arise depends on the class of solutions 
u(x, t) which are sought; for example, in the cp4 model 
of quantum field theory, if u(x, t) is periodic over a fi
nite interval, quartet resonances occur on a time scale 
(-2, (being a perturbation amplitude; on the other hand, 
if u(x, t) is a stationary random function of position, the 
interaction time for quartet resonances is (-4. In both 
cases, however, the mechanism for energy transfer is 
the same. 

In this paper, we will discuss what happens if the 
leading apprOXimation is no longer linear but belongs, 
instead, to the class of integrable nonlinear partial dif-
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ferential equations. The general solution of equations of 
this class consists of two components; one is associated 
with a continuum of wavenumbers and has (in most re
gions) a behavior analogous to that of dispersive waves 
in a linear system. The second component has no linear 
analog and consists of special isolated pulses known as 
solitons. A soliton is a local, permanent, traveling 
wave solution of one of the integrable equations and is 
distinguished by the remarkable property that when it 
interacts with other solution components, it remerges 
from the interaction with its identity (speed, shape, 
amplitude) intact. It does, however, undergo a phase 
shift in position relative to where it would have been had 
it travelled unimpeded. In (1. 2), the soliton (kink, 271 
pulse) solution is, 

u(x,t)=±4tan-1 exp(±28), 8=8o-T/x-t/4T/, (1.3) 

with the various plus-minus combinations referring to 
± 271 - 0 or 0 - ± 271 transitions as the real space variable 
X = x + t sweeps from - 00 to + 00. The invariance of the 
identity of the soliton follows from the fact that each 
soliton is associated with a complex wavenumber 1: = iT) 
(that is, a complex eigenvalue of an appropriate oper
ator; the real spectrum is associated with the solution 
component analogous to dispersive waves), which for 
the integrable system (1. 2) is a constant of the motion. 

What we intend to explore is what happens when we 
add to the integrable system (1. 2) a perturbation term. 
It is to be expected that the noninteracting normal modes 
of the integrable system will now be coupled. It is the 
aim of this paper to study the nature of the interaction 
between these nonlinear normal modes and in particular 
between two solitons which in the nonperturbed system 
would simply pass through each othero The mechanism 
for a strong interaction (i. e., an order one change in 
the parameters describing each soliton, a change which 
can be produced even by a weak coupling given a suffi
ciently long time) cannot be one of simple resonance as 
that concept is primarily a linear one. 'The analog of 
resonance in nonlinear systems is synchronization or 
phase-locking and, under certain circumstances, this 
is exactly what the two solitons do. The two, previously 
noninteracting, solitons form a common synchronized 
state in which the notion of stability or binding energy 
can be preCisely defined. The solution we find closely 
resembles the "wobbler" solutions of (1. 1) observed 
numerically by Bullough and Caudrey3 and discussed by 
them at the University of Arizona Conference held at 
Tucson in January 1976. 
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2. ANALYSIS 

Consider the eigenvalue problem 

Vl,. + itVl = - iu,.v2, 

(2. 1) 

where u(x, t) is a solution of (1. 1). The eigenvalue prob
lem (2. 1) provides a means of mapping the potential 
U,.(x, t) into the scattering data associated with (2.1). 
The scattering data consists of (a) the spectrum of (2.1), 
L e., the real t axis and a set of discrete imaginary 
eigenvalues t_ = i1/k and a set of discrete paired eigen
values (bkl - U) in the complex plane and (b) the asymp
totic behavior (as x- + 00) of the oscillatory and bound 
state eigenfunctions. We shall not go into details here. 
Instead we shall refer the reader to Refs. 4-6 and here 
simply write down the time rate of change of the scat
tering data: 

(2.2) 

1 JOO 
13kt = 2a'2 Uxt 

k .00 

X {: b (1/Jf + 1/J~)k - :j (1/Jf + fz)k }dX, (2.3) 

(b*/a)~=~ f.. ud (1/Jf + fz)dx, (2.4) 

where {bk}:.l are the discrete eigenvalues of (2.1) and 
(l/1 (x, b), 1/J2(X, W is the solution to (2.1) which is analytic 
for 1mb> 0, and in particular at each bk' and which has 
the asymptotic behavior (0,1) exp(i/;x) as x - + 00. The 
scattering function a(b, t) plays a central role in the 
theory (see Ref. 7) and in particular its zeros in the 
upper half b-plane are the bound state eigenvalues. It 
can be written in terms of its zeros and its behavior for 
real b, 

(2.5) 

The quantity b* / a is the reflection coefficient and de
fined on the real spectrum. The parameter 13k is given 
by (bka~)·l, a~ = (aa/a b)k> and is related to the asympto
tic behavior of l/1 (x, bk) as x - - 00; in fact, lim,. __ oo 

x l/1 (x, bk) exp(i/;kX) = bt. It is also the residue of the an
alytic extension of b* / a at bk' when this quantity admits 
such an extension. 

We take as our leading approximation the multisoliton 
solution which corresponds to the scattering data, 

bl = i Tit, b2 = i 1/2, (31, 132, 
(2.6) 

b=O, 

The corresponding potential is given by 

u(x) = 4 tan-1 1- [(1/1 - ~)/(Tit + 'I1z)]2 exp(291 + 292) 
exp 281) + exp(282) , 

(2.7) 

where 
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and 

(2.8) 

Now, if we were simply solving Eq. (1. 2), we would 
find 

bkt =0, 

13kt = (i/2bk) 13k, 

bt(b, t) = O. 

Then the phases in (2.8) have the structure 

8J = 9JO - 1/Jx - (1/41/,)t (2.9) 

in light cone coordinates and the structure 

9, = - t(1/, + 1/41/,) (X -X, - V,T), 

o'O=i(1/J + 1/41/,)X, 
(2. 10) 

in real space-time coordinates. Here V, is the velocity 
of the pulse corresponding to 1/J and is given by 

V, = - 1 + 2/(4rn + 1). (2. 11) 

In order to understand the motion, let us imagine that 
Tit > 1/2 and that the Tit pulse starts far to the right (in X 
space) of the 'I1z pulse. Then, when 91 = 0(1), 92 = _ 00 

and 

(2.12) 

which is a kink with a transition from 0 to 27T as X 
sweeps from left to right through Xl> the center of the 
pulse. Similarily, when 92 = 0(1), 91 = + 00 and in the 
neighborhood of 

X I X 41fh817 \Tit-172! 2= 2+4 lIn -- , 2+ Tit +172 

the center of the 172 pulse, 

u(x, t) = _ 4 tan-1 (Tit - 172) 2 exp(292), Tit + 172 

= - 4 tan-
1 

exp (292 + 2 In I ~ ~ ~! /) . (2. 13) 

This pulse makes the transition from - 27T as X - X~ 
- - 00 to 0 as X _ X~ - + 00. 

NOW, as T- + 00, the pulses change places since Tit 
> 172 implies that V1 < V2 and so the Tit pulse will even
tually be to the left of the 172 pulse and the solution local
ly in its neighborhood is given by 

u(x, t) = - 4 tan-
1 

exp (291 + 2lnl ~ ~ ~:I) , 
which shows that the 0 - 27T kink has switched to a - 27T 
- 0 kink and its center is now at 

X=X1 + V1T+ 4~~ 1Inl ~ ~ ~:I· 
Similarly the 172 pulse has become a 0 - 27T transition 
with a center at 

and each pulse has undergone a phase shift. After in
finite time, the pulses will be infinitely far apart. 
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Now, we will look at the effect of adding the perturba
tion term f:Ao sin(u/2) to (1. 2). The right-hand sides of 
(2. 2) and (2. 3) no longer give simple expressions but 
contain the extra terms 

and 

E:A]!~ . U {a 2 a~' 2 2} 2aP _00 sm2 ot (~ + ~)k - a~ (lJ!l + 1J!2)k dx (2. 14) 

respectively. We solve the system of equations (2.2), 
(2.3) iteratively by calculating the squared eigenfunc
tions which correspond to the exact multisoliton solu
tion (2.7) of (1. 2). Following the ideas outlined by 
Zakharov and Shabat, S we define the quantities 

fY; IJ!j(tk) =/Y; IJ!Jk =Ujk, 

(2.15) 

and find the equations 

1 B Uu 

with 

B=[bjk]=[t~~~:l j,k=:1,2. (2.16) 

Using these expressions and the leading approximation 
(2.7) for u(x, t), we may calculate the expressions 
(2.14). The computations are lengthy but straightfor
ward and involve integrals of the form 

and 

f '" 1 C + Dy + Ey2 + F y 3 + Gy4 d 
o ny (y +A)3(y + B)3 y. (2.17) 

It turns out that the terms (2.14) lead to secular con
tributions (namely, the eigenvalues 1;j and the coeffi
cients of exp(t/2.11J) in (3j grow proportional to d) only 
when 71t is close to T/z. We, therefore, assume the 
parameter 

(2.18) 

to be small and keep only the leading terms in the two 
expressions (2.14). These will turn out to be 0(1) and 
0(W1

). We will show how (3 and E: are related when we 
analyze these perturbation equations in the next section. 
It also turns out that the scattering function connected 
with the continuous spectrum remains small. 

3. ANALYSIS OF THE PERTURBATION EQUATIONS 

With the addition of the perturbation terms E:Ao sinu/2, 
the equations for the evolution of the scattering data 
171> T/z, (31) (32 associated with the double soliton solution 
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are given by 

E:Ao (31 - 132 ( 
71tt = - 1721 = - 2 (31 + /3

2 
+ 0 E:j3), (3.1) 

1 E:Ao 1 
/31t = 271t (31 - 217/3 (31 - 17/3'Tht(31 + O(E: In(3), (3.2) 

1 E:Ao 1 
(32/ = 2T/z 132 + 217(3132 + 17/3 1)2/(32 + O{E: In(3L (3.3) 

In these expressions, we have only included the two 
leading order terms and have also set 17= (71t + 172)/2. 
The first observation of interest is that the total energy 
of the two pulses, 

is a constant of the motion. This may also be verified 
directly from (1. 1). The second observation is that if 
the 'Th pulse starts far to the right of the 172 pulse, then 

«(31 - (32)/«(31 + (32) "" - 1 and 1711 = - 1721 = E: Ao/2. (3.4) 

Note that this agrees precisely with (1. 1) by integrating 
from x=:- 00 to between the two pulses and again from 
between the two pulses to x=:+ 00. We find 

:t Ju~dX = 16 :t T/ == - 4E: Ao [cos~] ::. (3. 5) 

Because the rightmost pulse rm has a 0 - 21T transition 
and the leftmost pulse has a - 21T - 0 transition, we find 
(in terms of real time T) 

T/Rt = - 2T/RT = 0'-0/2. 

and 

(3.6) 

Thus, the rightmost (leftmost) pulse decreases (in
creases) its velocity when Ao < 0, and in this situation 
we expect that the pulses can become phase locked. The 
role of the sign of AO is important, but we note its role 
in Eq. (1. 1) is small since it can be changed by letting 
U-u+21T. 

Returning to a perturbation analysis of (3.1)-(3.3), 
we see that if 71t and 172 are significantly different, the 
velocities are different and the interaction time is so 
short that no significant energy exchange occurs. On 
the other hand, for small (3, a significant interaction 
does take place. The relation between i3 and E: is deter
mined by balancing the difference in the frequencies 
1/2171 and 1/2172 with the E:/i3 term arising from the per
tUrbation. The correct choice is clearly (3 = 0(E:1 fll) and 
thus it is clear that the relevant interaction time scale 
is also T = E:1/2t. We introduce the following changes of 
variables, 

(3.7) 

and obtain the equations describing the slow changes in 
the parameters 7JJ., T/z (and (3), b i , j = 1,2. These equa-

tions are (set AO = - /.lo) 

(3.8) 

(3.9) 
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1 ~ iJ.O) b bT b b2:r=2TJ\b-7) Z-7) 2' 
(3.10) 

We may integrate this third order system twice. Define 

Y = b1 - b2 , X = b1 + b2 

and find after a little calculation that 

x =A exp[ (- 1/2iJ.o)b2
], Y = (2TJ/ iJ.o)xbT , 

and that b2 =z satisfies the equation 

1 2 iJ.o ( ) 
ZTT -2iJ.oZT +2it Z-iJ.o =0. 

Equation (3. 12) may be integrated once, 

(~~) 2 =~ Z + (C _ -¥#) exp[ + (1/ iJ.o)(z - iJ.o)], 

where C may be calculated from the initial data, 

z(0)=b2(0) 

and 

where 

Hence, 

and 

(3. 11) 

(3. 12) 

(3.13) 

~ (~i) Z = Z _ bZ(0)(1_ I/
Z

) exp (iJ.
1
0 [z - bZ(O) ~. (3. 15) 

The analysis of (3.15) is straightforward. There are 
always two real positive roots Zl and Z2 of the right
hand side of (3.15) since at z =bZ(O) the right-hand side 
is positive whereas at z = 0 and 00 it is negative. The 
solution oscillates between the two roots Zl and Zz (Zl 

<zz) and the phase plane of v=(TJ/iJ.o)dz/dT and Z is 
shown in Fig. 1. 

If P = bZ(0)(1 - 1/
2

) exp[ - bZ(O)/ iJ.o] is almost equal to 
iJ.oe-1 (namely, bZ(O) '" iJ.o, I/z '" 0), then the motion is an 
elliptical one in the neighborhood of the center z = iJ.o, 
dz/ dT = O. On the other hand, if 1/

2 is just less than unity 
(i. e., the pulses start very far apart), then the two 
roots of the right-hand side are very small (of order 
P) and very large respectively. However, we note that 
z is always greater than zero. For intermediate values 
of the parameter P, we obtain a typical orbit given by 
the curve ABCD. 

Beginning at C where viz is maximal [it should be 
noted that maximal v does not mean the two pulses are 
apart by the maximum distance since (b1 - b2)/(b1 + bz) 
=Y/x=v/z; see (3.11)], the two pulses are far apart 
with pulse 2 lying to the left of pulse 1. The motion pro
ceeds in real time (recall real time T is related to light 
cone time by %f=- 20/oT) along CB. The square of 
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the difference in the two pulse velocites increases and 
reaches a maximum at B when the two pulses are close 
together. Thereafter, pulse 1 (TIt> T/z > to I V1 1 > I V2 1) 
is the leftmost one and is slowed down as it travels 
along BA till the maximum separation is again reached. 
Along AD, pulse 2, moving leftward overtakes pulse 1 
at D and continues ahead to C. The reason for the asym
metry in the difference in pulse velocities is that if no 
perturbation were present, pulse 1 would be the fastest 
(moving leftward) pulse. 

The predictions of this theory agree closely with the 
observations of Bullough and Caudrey who have ex
amined Eq. (1. 1) numerically. Ablowitz, Kruskal, and 
Ladik9 have also seen a similar behavior in their nu
merical experiments. We stress that the solutions dis
cussed here are strictly only valid for time scales 
O( c 1 12). It is possible that other weaker secular terms 
may cause these structures to collapse by emitting ra
diation over longer times. 

4. SUMMARY 

Whereas in the noninteracting system (1. 2), the two 
pulses were separate and noninteracting, in the per
turbed system the two separate pulses form one syn
chronized state. We can define the stability of this 
state, or the binding energy of the two pulses, to be the 
minimal distance between the orbit ABCD and the limit
ing orbit OMNP. If we had included more soliton pairs 
in our basic description, then the initial conditions 
change and it may be possible to knock the two pulses 
out of their synchronized state by collision with other 
synchronized states. 

In this way, we can build up classes of particles 
(synchronized states) which can interact (scatter) in a 
nontrivial way. The calculations are lengthy but pres
ently we are making some progress on the interaction 

20 

v 

B 

FIG. 1. Orbits corresponding to synchronized solitons. 
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of many particles. If such a system were to provide a 
useful model of a classical field theory, it would sug
gest that the building blocks of the "real" universe con
sist of synchronized states of more elementary and non
interacting building blocks generated by the field equa
tion of some "perfect" universe. 
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T matrix and effective range function for Coulomb plus 
rational separable potentials especially for 1=1 

H. van Haeringen 
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(Received 20 October 1976) 

The Qff-shell I = 1 T matrix in the momentum representation for the pure Coulomb potential and for the 
Coulomb plus a rational separable potential of the Yamaguchi type is obtained in closed form. The 
amplitude. the effective range function. and the effective range parameters are derived from the T matrix 
and are given in closed form. For a large number of rational separable potentials we prove that the 
effective range function is real analytic at zero energy. We give. however. an eJlample of a potential for 
which this effective range function has a pole at the origin. From these effective range functions a certain 
function W is eJltracted which does not depend either on I or on the particular potential. This function W 
is studied in detail. We indicate how the results of this paper can be generalized to arbitrary values of I 
and to all Coulomb plus rational separable potentials. 

1. INTRODUCTION 

In Sec. 2 we present a number of results for scatter
ing by a potential which is the sum of the Coulomb po
tential and a rational separable potentialt in the 1 = 1 
partial wave space. Analogous results for 1 = 0 have 
been published in Refs. 1 and 2. 

We give a closed formula for the pure Coulomb T 
matrix for 1 = 1 in Eq. (2.1). Further we consider a 
rank-one separable potential with form factor of the 
type p' (p2 + j3~)-I-t. For 1 = 1 we obtain the T matrix for 
the Coulomb potential plus a potential of the above type. 
By applying the asymptotic states defined and studied 
by the author to this T matrix we obtain the 1 = 1 partial 
wave projected physical scattering amplitude. The 
effective range parameters at and r1 are derived from 
the amplitude in the well-known way and given in closed 
form, see Eqs. (2.9) and (2.10). 

The larger part of this paper, Secs. 3-6, is mainly 
concerned with the so-called effective range function K 
and related functions. The function K, being analytic 
at zero energy (k2 = 0), can be expanded in a Taylor 
series, 

K,(k2) = _ a;t + 1r, k2 - • ", 

where a" r ,,'" are real. An analytic function with 
real expansion coefficients is called real analytic. 

In Ref. 2 we assumed that Ko is real analytic, and 
we derived closed expressions for ao and roo In the 
present paper .we prove the real analyticity of K for 
a large number of rational separable potentials tsee 
Eq. (3.11)]. To our knowledge, no such proof has been 
given before when the additional potential is nonlocal. 
Only for Coulomb plus local short-range potentials the 
analytic properties of the effective range function K, 
have been studied and the real analyticity of Kr has been 
proved, see Hamilton et al. 3 and Cornille and Martin. 4 

In the following we shall use several variables. In 
the first place we have the strength s of the Coulomb 
potential. It is real and in this paper it is kept fixed; 
however, both s> 0 and s < 0 will be considered. Sec
ondly we have the strengths ;\., of the separable poten
tial which play only a role of minor importance. Further 
we have a and j3 which are parameters related to the 
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range of the rational separable potential. Finally we 
have the wavenumber k which is equal to the square root 
of the energy. It is often convenient to use instead of 
k, a, {3 the variables 1', IJ., II defined by 

lJ.a"'~"'ky"'-s. 

We shall consider functions of k and also functions of 
~. It is important to note that the so-called phYSical 
complex ~-plane corresponds to the upper half of the 
complex k- plane, i. e., Imk> O. Consequently, the 
physical complex y-half-plane depends on the sign of 
the Coulomb strength. s. It is determined by simI'> O. 
The Coulomb bound states occur only if s> 0 and are 
given by y=in, n=1,2,···. 

In Sec. 3 we extract from the effective range functions 
K, (corresponding to different potentials) a certain 
function W(Y; IJ., II) which depends neither on 1 nor on the 
particular potential. If W is real analytic so is K" 
with the exception of possible poles, for a large number 
of potentials defined in Sec. 3. We claim that this even 
holds for all rational separable potentials. We shall 
prove that W{y; IJ., II) is indeed real analytic at I' -2 = 0 
for real IJ. and II. 

Related to W is the hypergeometric function F,y(AB) 
"'2F1(1, iy;1 + iy; AB) [with A '" (a + ik)/(a - ik), 
B'" ({3 + ik)/{{3 - ik)] that we encountered before. 1 In 
Sec. 4 we shall study F,y(AB) for real positive k, fl! 

and (3, i. e., for real 1', IJ. and II. In Sec. 5 we investi
gate W(y; IJ., II) for reallJ., II and complex y. We introduce 
there the function W(y;O which is related to but simpler 
than W{y; IJ., II). This function W(y;~) is useful for the ex
act numerical computation of W(Y; IJ., II) and therefore of 
the effective range functions, see Eq. (5.11). 

Eventually in Sec. 6 all variables are taken complex 
and the proof of the real analyticity of W(y; IJ., II) at 
k= 0 (for real IJ. and II) is given. To achieve this, re
lated functions V(y; IJ., II) and V(Y;~) will be introduced 
which are analytic in all their variables. Section 7 sum
marizes the results. 

2. T MATRIX, AMPLITUDE AND EFFECTIVE 
RANGE PARAMETERS 

In this section we present the Coulomb T matrix, the 
T matrix for the Coulomb plus Yamaguchi-type poten-
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tial and the corresponding amplitude and effective range 
parameters in explicit form, all for I = 1. The analo
gous 1 = 0 quantities have been presented in Refs. 1 and 
2. We use here the same notation. 

The 1 = 1 pure Coulomb T matrix is obtained from 
Eq. (24) of Ref, 1, in the same way as Tc,l.o has been 
derived. The result is as follows: 

Here Fi~ (.) is the hypergeometric function 
2F1(1, iy;l + iY; .) and a = (p - k)/(p + k), a' = (p' - k)/ 
(p' + k). 

In Ref. 1 we have introduced what we call the rational 
separable potentials in the 1 = 0 space. The definition 
of a rational separable potential can be extended to all I 
in an obvious way. Here we conSider only the form 
factor 

(pi ge,/)=(2/1T)1!2 p /({32 +p2)-1-1. (2,2) 

This form factor is often proposed to describe nucleon
nucleus and nucleon-nucleon scattering (e. g., Cattapan5 

and Crepinsek6). We would like to have closed formulas 
for the T matrices corresponding to potentials 
V = Vc + Va, where Vc is the Coulomb potential and Vs a 
separable potential of finite rank with form factors of 
the type of Eq. (2.2). According to Sec. 5 of Ref. 1 
it is for this purpose sufficient to derive closed formu
las for the following two objects: 

(p I ~,/(~» = (p 1[1 + T c, l(k2) Go, I (k2)] I ge,/) 
and 

(g",/1 Gc,IW)1 ge,/)=(g",/1 Go,/(k2) I ~,/(k2». 
With the help of Eq. (2.1) this plan of action has 

been carried out for 1 = 1. By applying the straight
forward method of Secs. 6 and 7 of Ref. 1 we find, with 
A = (a + ik)/(a - ik) and B = ({3 + ik)/({3 - ik), 

(pi ~1=1(k2» 
(2/1T)112p (2/1T)1/2iyk2 (2/1T)1/2{3ky(p2 _ k2) 

= ({32 + p2)2 - p({32 + k2)2 + p({32 + p2)({32 + k2)2 

(2/1T)t/2k2 [(. p2 +k2) 
+ p({32 + k2)2 ty - 2pk Fi~(Ba) 

+ (ill + p~;t) FI~(~)]. 
and 

(g", !at I Ge, I=t I ge,l.t) 

2ik3 

= (a2 + 1l-)2 ({32 + k2)2 [1- (1 + y2) FI~(AB)] 
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(2.3) 

ik 1 
+ 2(a + (J)Z(a - ik)2({3 - ik)2 - 2(a + W(a - ik)({3 - ik) 

+ ky 
2(a + (3)2(a2 + k2)(fJ2 + k2) 

(ky)2 
- (a + (3)(a + ik)(fJ + ik)(a2 + k2)({32 + 1l-) • (2.4) 

In order to obtain the scattering amplitude from the 
off-shell T matrix, one should take the physical on
shell T matrix, i. e., sandwich the T matrix with the 
appropriate asymptotic states as has been discussed by 
the author. 7 

Let Va from now on be restricted to a rank-one po
tential defined in the partial wave space characterized 
by I, 

Va,1 =- xII ge,/) (ge, I I, (2.5) 

where the form factor is given by Eq. (2.2). Suppress
ing now the subscript (3, we get for the physical on
shell Coulomb-modified T matrix, 

tca,/(k) =(k oo -I TCS,/(k2
) Ik oo) 

=- r,(koo-I g'i) (~Ikoo), 

with 

Trt =Xj1 + (gil Gel gl)' 

and the amplitude is proportional to tc, 1+ tc., I' 

(2.6) 

At this point we are able to give a closed formula for 
the amplitude for 1 = 1. Indeed, from Ref. 7 we derive 

(~I k 00) = (gil ki + )c, (2.7) 

where the right-hand side is known, 

(gil ki + )c = (2/1T)tI 2[il~(l + iy)! /I! lk/({32 + ~ )-I-t B-I~. 

(2.8) 
We checked this expression explicitly for I = 1, using 
Eq. (2.3) (cf. Ref. 8). Furthermore, a closed form 
for r,.t is obtained from Eq. (2.4). 

In particular we are now able to express the Coulomb
modified low energy scattering parameters for l = 1 in 
terms of known functions. For a repulsive Coulomb 
potential (v=kY/{3> 0) the results are 

- a~!./=t = 2fJ3v3r(0, 4v) 

+ t16 (33 exp(-4v)(16{35/X-l+2v-8v), (2.9) 

irca, 1=1 = 2{3vr(0, 4v) 

+tfJv+exp(-4v)[- 196 {3+(4+tv)fJ6/X]. (2.10) 

For an attractive Coulomb potential (v< 0) the incom
plete gamma function must be replaced by its real part 
in both equations. The explicit derivation of these 
formulas will be given in Sec. 4. 

For vanishing Coulomb strength: ky - 0, i. e., v - 0, 
Eqs. (2.9) and (2.10) become 

- a;~/.1 = (38/X - fJ3/16, 

ir., Ia1 = 4[J6 /X - 9fJ/16. 

These expressions just give the effective range param
eters for the rank-one potential of Eq. (2.5). 
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3. THE EFFECTIVE RANGE FUNCTION 

It is well known that in the theory of scattering by a 
short-range potential the so-called effective range 
function 

(3.1) 

plays an important role. It has been proved that (under 
certain conditions on the potential) this function is real 
analytic at the origin. Its first two expansion coefficients 
are related to the scattering length a, and the effective 
range r, according t09 

(3.2) 

If the potential is equal to V = Ve + Vs, where Ve is 
the repulsive Coulomb potential, the effective range 
function is modified, and may be taken as 

Kes,,(k
2) =k2,.1 (1 ~iY) (1; iY) 

x [ 21' hey) + exp~~) -1 ( cotli~ - i) ], (3.3) 

where the function hey) is defined bylO 

100 tdt 
h(Y);: - 2 (12 _ y2)[exp(21T1) _ 11' ReiI' > O. 

o 
(3.4) 

If the Coulomb potential is attractive the function hey) 
should be replaced by 

hey) + irr cothrry. 

Now we know from the work of Cornille and Martin4 

and that of Hamilton et al. 3 that for certain classes of 
local potentials the function Kes,z(k2) is again a real 
analytic function of k2 at k2 = 0 with a branch cut on 
(part of) the negative real axis and possibly with iso
lated poles in the cut complex k2 plane. The first two 
expansion coefficients are related to the Coulomb
modified scattering length acs" and effective range rcs,z, 

K (k2) - __ I + 1. r k2 ••• 
c.s, I - Uc.s, I 2 COS, I - • (3.5) 

In this section we shall discuss the effective range 
function for the case that Vs is a separable interaction 
of finite rank with rational form factors. For simplicity 
we shall restrict ourselves mainly to the simple poten
tial of Eqs. (2.2) and (2.5), and we shall discuss only 
a few examples of more general rational separable 
potentials. 

The main purpose of the rest of this paper will be to 
prove for those rational separable potentials the real 
analyticity of Kca,z (k2) at k = 0 for real 0' and (:3, to derive 
a method for exact practical calculations of Kcs,z, and 
to investigate it in general. 

First we note that the function [cf. also Eq. (27) of 
Ref. 4J 

H(y);: l/J(i')') + (2iY)-1 - In[ - iy sgn(s»), (3.6) 

where l/J is the digamma function, is more useful than 
hey). Indeed, by usingU 

I/J(iy) = $(- iy) - (iy)-I + i1T cothrry, (3.7) 

we find that substitution of hey) by H(Y) in Eq. (3.3) 
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yields the general formula for Kca" which is valid for a 
repulsive (s < 0) as well as for an attractive (s> 0) 
Coulomb potential. (Recall ky;: - s, so that on the 
physical domain Imk> 0 we have Reiy> 0 if s< 0 
and Reiy < 0 if s> 0). Furthermore, by taking the limit 
s - 0 in Eq. (3.3) [with H(Y) instead of hey)] we obtain 
Eq. (3.1), independently of the sign of s. This follows 
from the fact that 

lim 21' H(Y) = i. 
a~O 

Some useful equalities in connection with Eq. (3.3) 
are 

21Ty[exp(2rry) _1]-1 = exp(-1TY) r(l +iY) r(l- iy), 

and 

e~iY) (l~iY) = ... 1(1+y2/m2). 

Now we have to express cotli~ occurring in Eq. (3.3) 
in terms of known functions. The relation of the phase 
shifts 0', and Ii~ with the phYSical on-shell t matrices is 
as follows: 

tc,z(k) = [i/(1Tk)] exp(2iO',), 

tea, ,(k) = tc.,(k)(exp(2iIi~) - 1). 
(3.8) 

It is now easy to derive 

cotlii - i = - 2 exp(2iO',)/(1Tkfca,,), 

and, with the help of Eq. (2.6) for tcs", Kea" is obtained 
in closed form. For the simple Yamaguchi-type poten
tial of Eqs. (2.2) and (2.5) this yields 

Kz(~) = 2yH(y) k2,+1 e ~ iY) e ~ iY) 

+ «(:32 + k2)21+2B2Ir {'\jl + (g,1 Gc.'(~) I gz)}, 
(3.9) 

where the subscripts cs and {:3 have been suppressed. 
An explicit expression for (g, I Ge" I g,) is known1 in the 
case 1 = 0, and for 1 = 1 we found the expression (2.4). 

For a general rational separable potential the function 
K, is much more complicated than the one of Eq. (3.9). 
We claim, however, that, for any rational separable 
potential, K, can be expressed12 in terms of simple real 
analytic functions and a certain function W which we 
define by 

(3.10) 

This function depends on jL = ky / 0' and II = ky / {:3 through 
A and B respectively. A warning is appropriate here, 
that AlrB'r is not everywhere equal to (AB)'Y. This will 
be discussed in Secs. 4 and 5. Note that W is indepen
dent of 1 and of the particular potential employed. We 
have worked out three examples for different types of 
potentials, in order to make the above conjecture plausi
ble. These three cases describe the principal generali
zations of the YamaguChi potential that one can imagine. 

(i) The rank-one potential of Eqs. (2.2) and (2.5) for 
aU l, that is, Eq. (3.9). In this case we find 

K z =R~ll + R~2) WC)'; II, 11), 

with 
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Rl2) == 2Yk21+1 e ~ iY) e ~ iY) , 
and R~1l is regular at zero energy. 

(ii) A rank-one potential with form factor 

g(p) == (p2 + 0'2)-1 + b(p2 + {il)-t, 

for 1 == 0 only (b is a real parameter). This yields the 
expression 

Ko==R(O) +R(I1) W('Y; /-1, f.I.)+R(V) W(Y;V, v) 

(3.12) 

(iii) A rank-two potential with form factors of the 
type of Eq. (2.2), for 1 == 0 only. Then we get 

Ko==2kY 

x[R", + W(Y; /-1, IJ.)J[R/!+ W(Y; v, JI)] - [R..a+ W(Y; fJ., V)]2 
R", +R~- 2R"'B+ W(y; /-L, p) + W(Y; II, v) - 2W(y; p, II)' 

(3.13) 
The R's denote simple real analytic functions. Their 
dependence on k (or y) is contained in the quantities 
Ail', Bil', and rational functions of k2 with real coef
ficients. We shall derive in Sec. 4 the equality (recall 
A = (1 +ifJ.h)/(l- illh)] 

A'l' == exp[ - 2y arctan(/-L/Y)] == exp[(2s/k) arctan(k/O' )], 

from which it easily follows that A /1' and similarly BI1' 
is real analytic at k == 0 for real 0' and 13 respectively. 

Our main task will be to prove that W(Y; /-1, v) is a 
real analytic function of y-2 at y-2 =0. Once this proof 
has been given, it is relatively easy to investigate the 
effective range function itself. We shall find that the 
only singularities of Ware the branch cuts - 00 < k2 < 
- 0'2 and - 00 < k2 < - 132 • The only additional singulari
ties of K J can be (isolated) poles of finite order, i. e. , 
K/ is a meromorphic function in the cut k2 plane. The 
position of these poles depends on the particular poten
tial and cannot be predicted in general. We have been 
able to show that K/ of Eq. (3.11) is real analytic at 
k =: O. However, in general even a pole at k == 0 can oc
cur although this is exceptional. It may be interesting 
to consider an example in some detail. 

We take the rank-one potential of Eq. (2.5) for 1 == 0, 
with form factor 

g(p2) = (~y/2 (p2 _ :~ss) (p2 + ~2)-2. (3.14) 

With this form factor g we obtain from Eq. (2.8) 

(g I k + )c == (2/11')1/2 ilY r(1 +iy) Jil (/32 + k2)-2 B-Ir • (3. 15) 

utilizing Eqs. (86)-(88) of Ref. 1 we derive (g I Gc I g), 
and for the effective range function we get then 

Ko== 2ky W(Y;V, v) + k-4R, (3.16) 

where R is a certain real analytiC function of k2 which 
is regular and different from zero at k =:= O. Consequent
ly, Ko has a pole of fourth order at the origin. 

We like to discuss a few properties of the Coulomb
modified phase shift 6i. At a bound state of Vc + V3 we 
have in general 
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(3.17) 

This corresponds with the situation for a pure short
range potential, where we have 

(3.18) 

In general tS.1 (k) has a pole at the bound state, so that 

(3.19) 

Since fstl(k) is always real for negative energy, it also 
follows from Eq. (3.18) that 6s,l(k) is (purely) imaginary 
when k is imaginary. In contrast, this does not hold for 
6~(k); from Eq. (3.3) we see that the expression 

(coto~ - i)/[exp(27rY) - 1] (3.20) 

must be real for negative energy because hey) is then 
real. 

Finally we note that the central function on the right
hand side of Eq. (3.10) is Fiy(AB). We have met this 
function before. 1,2 Its behavior at k == 0 is particularly 
interesting but complicated. Now it seems that just 
this function appears in the off-shell T matrix formula 
for the Coulomb plus any rational separable potential. 
For the case 1 = 0 this has been proved by van 
Haeringen and van Wageningeno 1 See also the recent 
paper by Bajzer. 13 Equations (2.3) and (2.4) of the 
present paper suggest that the same holds for l = 1 and 
we have reasons to believe that it is true for alII. 
Moreover, it is very likely that also the pure Coulomb 
transition matrices Te,l contain functions F iy with a 
similar structure, see, e. g., Eq. (2.1). For these 
reasons we devote the following section to an investiga
tion of Fjy(AB). 

4. THE FUNCTION Fi-y (AB) 

As a first step in our proof we shall consider in this 
section the function Fjy(AB) for real positive k, fi, and 
13, so y is real. The series representation 

~ 

Fjy(z) = iy :6 zn/(n + iy) 
ncO 

reminds us of the logarithmic function series .. 
-In(l- z) = :6 zn/no 

ne1 

Indeed we have (Ref. 11, pp. 13 and 49) 

lim (1- Fjy(z»/(iY) = In(l- z) 
1'·0 

and 

lim(ln(l- z) + (l/i')I)F,r(z)] 
"·1 .. (1 l) == - C -lj!(iy) = Po n + iy - n + 1 . 

Here lj! is the digamma function as before, lj!(z) 

(4.1) 

(4.2) 

== r'(z)/r(z) and C = O. 5772 .•• is the constant of Euler 
or Mascheroni. We have substituted - C for 1jJ(1). 

The infinite series in Eq. (4. 1) is convergent if 
Iz I.,;; 1, Z * 1. When Iz I> 1, but z not real positive, one 
can find an expression for Fh'(z) by applying the very 
useful formula [see Eq. (32) of Ref. IJ 

Fn,(Z) + F_iy(l/z) == 1 + r(l + iy) r(l- iY)(- Z)·IY, (4.3) 
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since the series (4.1) for F_,y(1/z) converges in that 
case. 

Now we have A = (0' + ik)/(a - ik), B = (13 + ik)/(fj - ik) 
with 0',13, k> 0, so A* =A-t, B* =B-t and Eq. (4.3) gives 

2 ReF,y(AB) =F,y(AB) + F_,y(A-tB-t) 

= 1 + 1 r(1 +iy) 12(_ AB)-'Y. (4.4) 

However, ImF,r(AB) is somewhat more complicated. 
In Ref. 2 we have obtained the coefficients Co and C2 (in 
the restricted case A = B) of the asymptotic expansion 

y -1 ImF,r(AB) = Re(M-t F,y(AB) 

=co+c2(iy)-2 +O(y-4), y2 -"". 

Since then we have found that the coefficients d2n of the 
asymptotic expansion 

A,rB'y Re(ir)-t F,r(AB) 

=do+d2(iy)-2 +d4(iy)-4 +O(y-6), y2 -"", (4.5) 

have simpler closed expressions than c2n' We shall de
rive do, d2, and d4 in explicit form. Let us first investi
gate the factor A,rB'r. We use for convenience the 
parameters I.L and II, defined before by 

l.La=lIfj=ky=-s. (4.6) 

If arctan denotes the principal value determined by 

- trr < arc tanx < ilT, - "" < x < "", 

then the following equalities hold for k> 0: 

(1/U) In(-AB) = arctan[(k2 - amlk(a + 13)] 

= arctan[(1.L 11- y2)/Y(1.L + II)] 

= - ilT + arctan(kla) + arctan(klfj) 

= ilT - arctan(rll.L) - arctan(y/ll), 

(4.7) 

(1/2i) In(AB) = arctan(k(a + m/(afj - ~)] 

=arctan[y(1.L + v)/(y2 -I.LII)] 

= - IT + arctan(kla) + arctan(kll3) if k2> 0'/3 

= arctan(kla) + arctan(klm if k2 < 0'/3. 

(4.8) 
Therefore 

(- AB)'y = exp(lTY) A 'YB'y, (4.9) 

(AB),y=exp(2lTy)A,rB,r if k2> a{3, i. e., if y2 < I.LII, 

= A 'YB,r if ~ < 0'/3, i. e., if y2> I.L II, 

(4.10) 

which shows that indeed A '''B'Y is not everywhere equal 
to (AB)'Y, cf. Sec. 3. We shall work in the region de
fined by 0 < k < mine 0', fj), which means that we can 
write (AB),r for A,rB'Y, and we can expand arctan(kla) 
and arctan(klm at k = 0 in the well-known way. From 

A'r = exp(- 2y arctan(I.L/Y)] = exp(2slk) arctan(kla)] 

(4.11) 

we see that A' r is real analytic at k = 0, and so is 
(AB)'Y. This means in particular that A'1' and (AB)'r are 
real for real k, 0', and (3. 

After these introductory formulas we are now in the 
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position to derive the coefficients d2n of Eq. (4.5). The 
integral representation 

which holds for Reiy> 0, can be recast into the form 

(AB)'''(F,y(AB) -1] =iy foAB t'Y(1- t)-1 dt. (4.12) 

This equation is valid for 0 < k < 0', 0 < k < 13. We dif
ferentiate both sides of this equation with respect to I.L. 
By splitting the derivatives into real and imaginary 
parts we find, using Eq. (4.5), 

(AB),r I.LII-y2 =d'+d'(ir)-2+d'(iy)-4+0(y-6) 
I.L+II 1.L 2 +Y2 0 2 4 , 

(4.13) 
with d~n =d~n(l.L, II) = (dldl.L)d2n (l.L, II). By taking the limit 
for y-2 -0 of both sides of Eq. (4.13) we obtain 

d6= - exp(- 2/l- 211)/(/l + II). (4.14) 

By inserting this expression into Eq. (4.13) and multi
plying with exp(2/l + 211) we get .. 
exp(2/l + 211) L; d~n(iy)-2n 

n-t 

1 = -- [1- (AB)'Y exp(2/l + 211)] 
/l+1I 

+ ~ (AB),r exp(2/l + 211). (4.15) 
/l- +r 

(The series ~d~n(iy)-2n converges, although ~d2n(iy)-2n 
diverges. ) 

Now Eq. (4.8) yields 

(AB),r exp(21.L + 211) 

=exp [2/l +211- 2yarctan ~/l_+/l~;~J 
r ( - /l1l/y2 1 (/l + 1I)2/y2 

= exp L(2/l + 211) 1- /l1l/Y2 + 3" (1- /l1l/Y2)3 

1 (/l + v)4/r4 )1 
-"5 (1-/l1l1Y2)5 +... . 

Consequently, we have the interesting relation 
~ 

(AB),r exp(2/l +211)=1- (2/l +211) L; 02n(iy)-2n, 
n·1 

(4.16) 

where 02n = 02n(jJ., II) are certain symmetric polynomials 
in jJ. and II, of degree 3n - 1. Therefore, the factor 
1/(jJ. + II) in Eq. (4. 15) cancels. Upon substitution of 
Eq. (4.16) into Eq. (4.15) we find 

n 
exp(2jJ. + 211) d~n = 202n - jJ. 2n-1 + (2jJ. + 211) L; 02m_2 jJ. 2n-2m+1 . 

m.2 

So din is equal to exp(- 2jJ. - 211) times some polynomial 
in jJ. and II of degree 3n - 1. For n = 1 and n = 2 we have 
obtained 

d~ =t exp(- 2jJ. - 211)[2jJ. 2 + 2v - jJ.(211 + 3)], 

dI = -* exp(- 2jJ. - 211)[10jJ.5 - 2jJ.4(511+ 24) 

+ jJ.3(10v + 1811+ 45) + 2/l2v(511- 9) 

- 21.L v3(5 II + 6) + 2vi(5v- 9)]. (4.17) 

Integration of din with respect to jJ. yields d2n up to some 
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function of v. Because d2n(jJ., v) must be symmetric in 
jJ. and v, it follows from the special form of d~n that this 
function can only be a constant. This integration con
stant will be determined below. 

It is easy to see that the integration of an expression 
of the form exp(z) Pol(z) yields exp(z) times a poly
nomial of the same degree. Therefore, d2n is (just as 
d~,,) equal to exp(- 2jJ. - 2v) times a polynomial of degree 
3n - 1 (for n> 0). This polynomial is now, fo course, 
symmetric in jJ. and II. An economical way to obtain 
d2" from d~" is to make use of the equalities 

d 
dz r(n + 1, Xz) == - ~(~z)" exp(- ~z) 

and 
r(n + 1, z) =n! e"(z) exp(~), (4.18) 

Here the polynomial e" is defined by (Ref. 11, p. 338) 

" e"(z)= 6 zm/m! 
meO 

(4.19) 

and r(n + 1, z) is the incomplete gamma function. 

We have obtained the following explicit expressions: 

do = Rer(O, 2jJ. + 2v), 

d2 = t; exp(- 2j.J. - 2v)[1 + (2j.J. + 2v) 

+ (1/2! )(2j.J. + 2V)2 - 6(j.J.2 + v)] 

= ;2 exp(- 2j.J. - 2v)[e2(2j.J. + 2v) - 6(j.J.2 + v)], 

d4 =-m exp(- 2j.J. - 2v)[1 + (2j.J. +2v)+ (1/2!)(2j.J. +2V)2 

+ (1/3! )(2j.J. + 2V)3 + (1/4! )(2j.J. + 2v)4 + 3 o (j.J. 4 + vi) 

_ !!(j.J.5 _ j.J.4v+ j.J.3 V + j.J.2V3 _ j.J.vI + v)] 
3 

=t exp(- 2j.J. - 2 v)[B4e4 (2j.J. + 2v) - j.J.4 - vi 

+ !(j.J.5 _ j.J.4V+ j.J.3 V + j.J. 2v3 _ j.J.vI + v)], 
9 

(4.20) 

The expression for do is in agreement with the expres
sion for Co given in Eq. (31) of Ref. 2. [Notice that 
r(O,z) is real for real positive z. Along the negative 
real axis it has a branch cut, but the real part of r(O, z) 
is continuous across this cut so that Rer(O, z) is well 
defined for z < 0, d. Eq. (6.3)]. It is interesting to 
compare Eq. (4.20) with the general formula for d2n in 
Eq. (5.20) below. In Eq. (4.20) the correct integration 
constants have already been inserted in the expressions 
for d2 and d4• Now we are going to determine these con
stants. This will be done by considering Eq. (4.5) for 
j.J.,v-O and Ci,{3-oo, such that j.J.Ci==v{3=!ty=-s re
mains constant. Utilizing 

limA1Y =limB1Y =1 
(X_O:C 8_00 

we get from Eq. (4.5) 

lim Re(1/(iy)F1y(AB) - do) 
J.I.,1o' ... 0 
o:,B .. 1iCI 

(4.21) 

From Eq. (25) of Ref. 2 [see Eq. (4.28) below] it fol
lows that 
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Using Eqs. (29) and (30) of Ref. 2, we get [recall that 
1/J(l)=-C] 

lim Re(1/(iy) F1y(AB) - do> = Re[lny - 1/I(iy)] 
"',11-0 .. 

- 6 (iy)-2" B /(2n) n_t 2n, (4.22) 

where B2n are the Bernoulli numbers. The symbol -
denotes an asymptotic expansion, Note that the infinite 
series in Eq. (4.22) is divergent for all finite y. Com
parison of Eq. (4.22) with Eq. (4.21) yields 

lim d2n(j.J.,v)=B2n/(2n), n=1,2,"', 
I',V-O 

and this determines the above mentioned constant of the 
jJ. integration, if the symmetry with respect to j.J. and v 
is taken into account. 

We summarize the results obtained so far, The co
efficients d2n = d2n (j.J. , v) of the asymptotic expansion 

(AB)IYRe(J:.- F1y(AB\" t d2,,(iy)-2" (4,23) 
tY 'l ".0 

are symmetric functions of j.J. and v. For n> 0 we have 

(4.24) 

where P is a certain polynomial of degree 3n - 1 and 
symmetric in j.J. and v. Its value for j.J. = v = 0 can be ex
pressed in terms of the Bernoulli numbers B2n, 

d2"(0,0)=P3n_t(0,0)=B2n/(2n), n==1,2,···. (4.25) 

Equation (4.20) gives do, d2, and d4 in closed form. The 
expressions for Co and C2, which follow from do(v, v) 
and d2(v, v), agree with Eqs, (31) and (32) of Ref. 2. 
The effective range parameters for 1 = 1 given in Eqs. 
(2.9) and (2.10) can easily be obtained with the help of 
the expressions for do and d2• 

We conclude this section with a few formulas that 
are useful for the high-energy limit: k _00, It turns out 
that ReF1y(AB) can be expanded in a power series at 
1'=0. Let 11'1< 1, 11'1< 1j.J.1, and 11'1< Ivl. Apply Eqs. 
(4.4) and (4.7) and recall that 1', j.J., and v have equal 
signs since k, a, and (3 are real positive by definition. 
With the help of the well-known equality 

exp(1TY) r(1 + iy) r(l - iy) 
.. 

=l+1TY+ 6 (21Ty)2"B2"/(2n)!, 11'1<1 
"·1 

., 
= 6 (-21Ty)"B"/n!, 11'1<1, 

".0 
(4.26) 

the following interesting equality is readily established: 

2 ReF1y(AB) 

= 1 + exp [- 21' arctan Y(jJ. + ~)] t (- 21TY)" ~!' 1 I' 1 < 1. 
j.J.v- I' ".0 n 

(4.27) 
The exponential function here is recast into [cf. Eq. 
(4.7)] 

exp{- 2y[arctan(Y/jJ.) + arctan(y/v)]}, 

and this function can easily be expanded in powers of 
1'2. Alternatively one can start from Eq. (25) of Ref. 2 
which can be rewritten as 
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· ~ (n+iY-l) Fiy(z)=tY L..J (l_z)n 
n=O n 

x [l/I(n + 1) -l/I(n + iy) -In(l- z)], 

11- z 1 < 1, 1 arg(l- z) 1 < 11". (4.28) 

Further one has to use the Laurent expansion of the 
digamma function l/I(z) at z = 0 (Ref. 11, p. 13, correct
ed for the misprint), 

1 00 

l/I(z)=- - -c- 6!;(n+l)(-z)n, o<lzl< 1, (4.29) 
z n=1 

where!; is Riemann's zeta function. After a few manipu
lations one arrives at the expansion 

1 2 (11"2 1 1) . (2Y 2Y) F iy(AB)=1+ 211"Y+Y 6-1i - v -tyln Ii +V-

(4.30) 

The real part of this expression agrees with the second
order approximation obtained from Eq. (4.27). 

5. THE FUNCTIONS Wh; Jl, v) AND Wh; ~) 

In this section we are going to investigate the function 
W(Y;Il, v) introduced in Eq. (3.10), We shall assume in 
this sec tion that W(y; Il, II) is real analytic at y-2 for real 
Il and II. The proof will be given in Sec. 6A. The three 
independent variables Y, Il, and v are related to k, ~, 

and (3 respectively through Eq. (4.6), where the strength 
s is supposed to be fixed. 

It turns out that it is useful to investigate in addition 
a closely related but somewhat simpler function, which 
we denote by W(Y;~). This function is also real analytic 
at y-2 = 0 (which will be proved in Sec. 6B). We shall 
obtain all its expansion coefficients in closed form. In 
this whole section we still take Il, v, and ~ real, and 
only (k and) Y complex. 

A. The function Wh; Jl, v) 

The defining expression for W(Y;Il, v) is obtained 
from Eqs. (3.6) and (3.10), 

W(Y;Il, II) = (iy)-1 A iYBiY[Fiy(AB) - i] 

+ l/I(iy) + (2iy)-1 -In[ - iy sgn(s)], (5.1) 

where the last three terms are equal to H(y). Since we 
have assumed that W is real analytic at y-2 = 0, we may 
write 

00 

W(Y;Il, v) = 6 w2n(Il,II)(iy)-2n, (5.2) 
n_O 

where the coefficients w2n(ll, II) are real symmetric 
functions of Il and v. 

We are interested in the radius of convergence of the 
expansion (5.2) and in closed expressions for W2n(Jl, II). 
When we take y real for the moment, we can write 

W(Y;Jl, II) = Re[H(y)] + Re{(iy)-1 AiYBi'Y[Fiy(AB) - i]}, 
because W(Y;/-L, II) is a real-valued function for real y, 
/-L, and II. From Eq. (30) of Ref. 2 and Eq. (3.6) we 
have the asymptotic expansion 

(5.3a) 
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Notice that the infinite series diverges for all finite Y. 
Further Eq. (4.23) yields 

00 

Re{(i')I)-1A iYB'Y[F,y(AB) - ·m- 6 d2n (iy)-2n. 
n=O 

(5.3b) 

Addition of Eqs. (5.3a) and (5.3b) gives W(Y;J.L, v). Be
cause the asymptotic series expansions are unique, it 
follows that 

Wo =do=Rer(O, 21l + 211), 

(5.4) 

It is interesting that the summation of the two divergent 
asymptotic series in Eqs. (5. 3a) and (5. 3b) yields a 
convergent series, that is, the power series (5.2). 

In order to investigate the radius of convergence of 
the latter, we shall study the singularities of the func
tions occurring on the right-hand side of Eq. (5.1). We 
discern four sources of singularities namely those 
originating from 

(0 AiYB'Y, 

(ii) the hypergeometric function Fiy(AB), 

(iii) the logarithmic function, 

(iv) the digamma function l/I(iy). 

(i) In the first place, A iY '= exp(iy InA) has a branch 
cut for real negative A and similarly B'Y for real nega
tive B. The location of these branch cuts in the complex 
k plane is easily found. For real positive a and complex 
k we have 

A- O'+ik _ 0'2_ Ikl 2+2iO'Rek 
- a - ik - (~ + Imk)Z + (Rek)2 

Since the denominator is clearly always positive (or 
zero), it follows that A is real and negative if and only 
if Rek = 0 and 1 k I> 0'. The branch cut, therefore, 
consists of the two intervals (-i co , -iO') and (iO', i co ) 

along the imaginary k axis, The product A'YBiY has in 
the k plane the following four branch cuts: 

(iO', i co ), (_i co), -iO'), (i{3, i co ), (-i co , -i(3). 

(5.5) 
We have used (- AB)iY in Eqs. (4.4) and (4.9). It is 

useful to know the branch cuts of this quantity. They are 
determined by ImAB = 0, ReAB> O. Now 

ImAB=D-1(0' +(:J)(0'f3-lkI 2)Rek, 

where D is real nonnegative. Therefore, AB is real if 
and only if either Ik 12 = 0'f3 or Rek = O. Assuming 0'< f3 
for definiteness, one can easily verify: 

(5.6a) 

AB>O<~kE(-ico, -i(3)U(-iO', iO')U(i{3, i co), 

(5.6b) 

AB<O<~kE(-if3, -iO')U(iO', i(3)or IkI 2=0'{3. 

(5.6c) 

Therefore (_AB)I'Y has the three branch cuts of Eq. 
(5.6b). Furthermore, we have in the k plane, cut along 
the imaginary axis, 

(5.7a) 
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Note that the origin is an exceptional point here since 
k == 0 is an isolated essential singularity of exp(± lTY). 

Although (AB)'Y plays no role in the physical quan
tities, it is interesting to compare also this function 
with A'YB'l'. The branch cut of (AB)'Y is given by Eq. 
(5.6c). It has a rather peculiar shape. There are four 
branch points namely ± iCt, ± if3 and the cut connecting 
them is only one curve, composed of a circle and two 
finite intervals. InSide the circle 1 k 12 == 0'13 we have 

(AB)'Y==A'YB'l', IkI 2<aj3, 

and, outside the circle, 

(AB)'l'==exp(±2lTy)A'YB'l', Rek~O, Ik12> Ctj3. 

(5.7b) 

(5.7c) 

(it) Secondly, F'l'(AB) has a branch cut for real AB 
with 1 < AB < QO. According to Eq. (5. 6a) AB is real and 
larger than one if and only if k lies in either the interval 
(- i ""', - if3) or the interval (- iCt, 0). The discontinuity 
across the cut (- iCt, 0) of the expression 

(iy)-1 A 'l'Bh'F,y(AB) 

in Eq. (5.1) is equal to 2lTij see Eq. (6.19) below. It is 
remarkable that this discontinuity is independent of a 
and 13, despite the fact that the expression itself does 
depend on Ct and 13. 

Further F fY(z)/r(l + iy) is an entire function of iy for 
fixed z. This implies that F,y(z) has simple poles at 
iy =' - n for n == 1, 2, •• '. 

(iii) In the third place In[ - iy sgn(s)] yields a branch 
cut for 0 < ik < co, that is, for k on the negative imagi
nary axis. The discontinuity across the cut is - 21Ti. If 
we combine this with the branch cut 0 < ik < Ct from (ii), 
we see that the discontinuities cancel. Therefore, we 
call (- ia, 0) a "removable branch cut" of W(Yj /J., II). 
Below we shall find other removable singularities. 

The above considerations lead us to the conjecture 
that the infinite series in Eq. (5.2) converges provided 
that 

Ikl<min(a,m, i.e., lyI2>max(/J.2,J). (5.8) 

(iv) In the fourth place the digamma function 1J!(iy) is 
a meromorphic function having simple poles at iy = - n, 
n == 0,1,2, • ". The pole at iy = 0 is always located out
side the domain defined by Eq. (5.8). Now F,y(AB) has 
simple poles at iy == - n for n == 1,2, ••• [see (ii)]. It will 
be shown below that the residues of 1J!(iy) at these poles 
cancel the residues of 1/(iy)AfYB'l'Ffl' (AB), despite the 
fact that this latter expression depends also on (JI and 13. 
Consequently, W(Yj/J., II) can be made regular at these 
"Coulomb bound-state poles." We may call them "re
movable poles." The limit for n - "'" is particularly 
interesting. This point iy == - co is the origin k = 0, and 
we will find that this singularity is removable as well. 

We conclude this section now with a short derivation 
of the value of W(Yj /J., II) at iy == - n, and for comparison 
at iy ==n, for n == 1,2, •••. In the limit n - "'" we shall 
obtain in both cases the value Wo which is just what we 
expect from Eq. (5.2). 

Utilizing 

lim [1J!(x) + 1/(x + n)] == iJ!(n + 1) 
1'--" 
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and l'H8spital's theorem, we find 

lim [iJ!(iY) + ~'Y F'l'(z)l 
'l'. -n ty 'J 

1-z n 1-z-'" 
==-C-ln-- + L) --. 

Z mot m 

Let 0< S < a, 13 and so -1 < /J., 11< O. (Note that the poles 
occur only in case of attraction, i. e., if s is positive). 
Then we obtain from Eq. (5.1) with the help of the above 
formulas, 

lim W(Yj /J., II) == - C -In(- 2/J. - 211) 
h'·.n 

+In [(n;/J.)(n; II)] - m~' ! [(::~ ::~r -1]-
(5.9a) 

The prime in 2:' means that the last term (m ==n) should 
be divided by 2. The limit for n - 00 of the right- hand 
side of Eq. (5. 9a) must be equal to W(y; /J., II) at k = 0, 
that is, wo(/J., II) for which we have the closed form 
(5.4). That this limit has indeed the correct value can 
be checked as follows. The formula 

lim - 1+- -1 ==L)-~ 1 [( X)'" ] 00 Xl 
n·" m. m n 1=1 1·[1 

can be proved by using the binomial theorem for 
(1 + x/n)", interchanging the two finite summations 
and applying the equality 

t (m-1)! == n! 
"'.J (m - j)! j(n - j)! • 

By applying the above formula to Eq. (5. 9a) we obtain 

lim lim W(Yj /J., II) == - C - In(- 2/J. - 211) 
pt .. 00 l,.. ... n 

_ t (- 2/J. - 211)1 
hi l'l! 

This expression is indeed equal to Wo == do 
= Rer(O, 2/J. + 211) according to Eq. (29) of Ref. 2. 

One should keep in mind that for s < 0 there are no 
poles in the physical region, neither in iJ!(iy) nor in 
F,y(AB). So W(y; /J., II) is regular at iy=n, for 
n = 1,2, • ". Nevertheless, it is interesting to calculate 
the value of W at iy==n. We find 

00 

W(- inj /J., II) == (1- zn)j(2n) -Inn + lji(n) + L) z'" 1m, 
m:n 

with 
(5.9b) 

n-/J. n-II 
z==n+/J. n+v' 

In order to derive the limit of W(- in; /J., II) for n - QO 

we proceed as follows. First, observe that 
.. 

n-1 L) (1- xln)m-t ==x·1(1_ xln)n-l, 
mon 

where the convergence is uniform for 0 < e .,;;; X .,;;; n. Inte
gration with respect to x yields 

00 

L) m-1(1 - xln)m = J." t -t(l_ tlnt-! dt, 0 < x.,;;; n. 
",on " 
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We now apply the inequalities 

0< exp(- t) - (1- t/y)lI";; l/(ey), 0< t.,;; y, 

to the above integral and obtain (which follows also 
from Tannery's theorem) 

lim 1" t-t(l- t/n),,-t dt = J.'" t-t exp(- t) dt, x> 0. 
fI .. 10 " :Ie" 

This latter integral equals r(O,«) [ef. Eq. (5. 15a»), so 
that 

'" 
lim 6 m-t(l- x/n)m = reo, x), x> o. 
,. .. ., men 

Finally we utilize the well-known fact 

lim [l/J(n) - Inn] = lim (- C - Inn + ~ m-t ) = 0. 
PI"OO PI" - met 

In this way we obtain 

lim W(- in; jJ., II) =r(O, 2jJ. + 2v) =wo(jJ., II), 
,,-'" 

where now /-I. > ° and II> ° since s < O. 

One should be careful in applying here the equality 
W(y; /-I., II) = W(- Yi J.l., II), since W depends also on the 
sign of s, and therefore on the sign of jJ. and II. In Eq. 
(5.9a) J.l. and II are negative, in Eq. (5.9b) J.l. and II are 
positive. It can be shown that the expression of Eq. 
(5. 9a) becomes equal to the expression of Eq. (5.9b) 
if one replaces In(- 2J.l. - 211) by In(2J.l. + 211). 

B. The function W(-y; ~) 

We define W(y;~) for real ~ by 

W(Yi~) == (iy)-t exp(- ~){F'r[exp(i~/Y») - -H + H(Y). 

(5.10) 
The function W(Yi/-l., v) is obtained from W(Yi~) if one 
takes 

~ = 2y[arctan(J.l./y) + arctan(II/y»). 

One easily verifies that with this expression for ~ one 
has exp(i~/Y) =AB and exp(- ~) =A IrB'r, cf. Eq. (4. 11). 
The following important equality holds, therefore: 

W(y;J.l., v) = W(y;2y[arctan(J.l./Y) + arctan(II/Y)]). (5.11) 

Now in order to calculate W(y;J.l., II) for some value of 
Y, J.l., and v, one first has to calculate ~ from the above 
expression, and this value of ~ has to be used then in 
W(y;O. In Eq. (5.14) we give closed expressions for 
the coefficients of the power series of W(y;O at y-2 = 0. 
Therefore, W(Yi~) is useful for the exact numerical 
computation of W(y;J.l., II). For real /-I., II, and y one has 
clearly I~ 1< 27T Iy I. We shall find that W(y;~) is analytic 
in y on this same domain, see Eqs. (6. 32) and (6.34). 
For values of~, J.l., and II which are small compared 
with r the functions W(Y;~) and W(r;jJ., II) are comparable 
according to 

~ -2J.l. +2v: W(r;~)"" W(r;J.l., II). (5.12) 

Notice in particular that~, J.l., and v have equal signs 
here. 

By repeating the procedure that we described for 
W(r;J.l., II) we obtain an asymptotic expansion and a 
Taylor series for the ~ functions which are the analogs 
of Eqs. (4.23) and (5.2) respectively. The coefficients 
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are denoted by d2"(~) and W2"(~)' At the "Coulomb-bound
state poles" ir = - n we have the analog of Eq. (5. gal, 

lim W(r;~) = - C -Inn -In[l- exp(~/n») + ~/n 
Ir-_n 

" I - 6 m-S[exp(- ~m/n) - 1], 
m-t 

where ~ < a since s> ° (compare J.l., v < 0). At zero ener
gy we get 

'" (- ~)' 
lim limW(y;~)=-C-ln(-~)- ~ -l'll 
" .. ., fY".n j;{ . 

= Rer(O, 0 = wom. 

We have obtained the following simple closed formu
las for d2n(~): 

d2"(~) = [B2,,/(2n)!) r(2n, 0, (5. 13a) 

= (B2n/(2n)!) exp(- ~) ~2n-S 2F o(1, 1 - 2n; - 1/~), 

(5. 13b) 

=[B2n/(2n)]exp(-~)e2n_S(~)' n>O, 

=-(B2n/(2n)]exp(- ~)L~-;:I(O, n> 0. 

(5. 13c) 

(5. 13d) 

Here 2Fo is a generalized hypergeometric function, 
e2n_t is the exponential polynomial of Eq. (4.19), and L 
is the generalized Laguerre polynomial. Equations 
(5.13) are valid for all real ~ if n> 0, and for positive 
~ if n = 0. When ~ is negative, do is equal to the real 
part of the right-hand side of Eqs. (5. 13a) or (5. 13b). 
For the coefficients w2n(~) of the expansion 

'" 
W(r;~) = 6 W2n(~)(iYl-2n, I ~ 1< 27T I y I, 

n.O 

we have obtained: 

wo(~) =dom = Rer(O, 0, (5. 14a) 

w2nW = - (B2,,/(2n)!] r(2n, ~), n> 0, (5. 14b) 

= - (B2,,/(2n)! ](~2n/(2n)J exp(- ~) 1F1 (1;2n + 1;~) 

n> 0, 

(5. 14c) 

= - (B2n/(2n)! )(~2n/(2n)J 1F1 (2n;2n + 1;- ~), 

n> 0. 

(5. 14d) 

These Eqs. (5.13) and (5.14) have been derived with 
the help of Eqs. (6.31) and (6.36). The incomplete 
gamma functions are defined by 

r(2n,~) = h'" exp(- t) t2,,-1 dt, (5. 15a) 

Y(2n, 0 = J;/ exp(- t) t2,,-t dt. (5. 15b) 

One should not confuse r(2n,~) and the variable r. From 
Eqs. (5. 13a) and (5. 14b) it follows that 

(5.16) 

which should be compared with Eq. (5.4). The polyno
mial in Eq. (5. 13c) is just a cutoff Taylor series expan
sion of exp(~). This polynomial is multiplied by exp(- 0 
and therefore we have 

d2n(~) = B 2,,!(2n) + O(e"), ~ - 0, 

and so 
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(5.18) 

which follows also from Eqs. (5. 14c) and (5. 14d). Now 
if we replace ~ by 2iJ. + 211 according to Eq. (5.12), we 
get analogous formulas for d2n(iJ., II) and W2"(iJ., II), 

d2"(/1., II)=B2"/(2n) +02"{iJ., II), /1.,11-0, 

Il,II-0, 

where 02n(ll, II) contains terms of degree ?- 2n in iJ. and 
II together. The proof of this remarkable fact will be 
given in Sec. 6. There we will obtain the more precise 
expression [cf. Eq. (6.29)] 

W2n(ll, II) = - 2~ (1l2n + Jln) + 02n+1(1l, II), Il, v - 0, 
(5.19) 

valid for n> O. By combining this result with the already 
known properties of d2n we arrive at the following inter
esting expression: 

d2,,(Il, II) = (2n)-1 exp(- 21l - 211) 

X [B2"e2"(21l + 2 II) - (1l2n + JI") + h"(Il, v)] 

(5.20) 

for n> 0. Here h"(Il, II) is a certain symmetric poly
nomial in Il and II with the property that the degree of 
its terms is at least 2n + 1 and at most 3n - 1. Obvious
ly 12 =0 andf4 has only terms of degree 5. In the par
ticular cases n == 1 and n = 2 we have checked Eqs. 
(5.19) and (5.20) explicitly. The expressions for d2 and 
d4 have been given in Eq. (4.20). 

We conclude this section with two remarks. 

(i) Equation (5. 14d) can also be derived directly from 
Eq. (5.10) by using the last formula on p. 33 of Ref. 11. 
We note that this formula must be corrected as follows: 
Replace r(m+2) by (m+l)r(m+2). The function Fly(z) 
is simply connected to Lerch's function w, 

Fty(z) ==iyw(z, 1,iY). (5.21) 

We have then 

(iy)-1z IYF,y(z) = - C - zjJ(iy) -In(lnz-1) 

-B (lnz)n! B"(iy), ilnzi<21T, 
n=1 non 

(5.22) 

where B"(iy) are the Bernoulli polynomials. We insert 
Eq. (5.22) with z = exp(i~jy) into Eq. (5.10). Compari
son with 

(5.23) 

yields after some manipulations agreement with the 
expression (5. 14d) for W2"(~)' 

(ii) The integral i.n Eq. (3.4) for hey) is reminiscent 
of the Mellin-Barnes integral representation11 of Fir> 

F (z)=iy f" ~ (_z)1t iarg{-z)i<1T. 
IY t + I' 2 sinh1Tt ' 

-"" (5.24) 

The path of integration is chosen such that the points 
t = 0, - i, - 2i, • ", are under the contour and the point 
t = - I' is above the contour. Therefore I' cannot be equal 
to 0, i, 2i, •••. It might be that this integral is a good 
starting point to prove the real analyticity of W(Y;Il, II). 
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However, we have not been able to take advantage of the 
similarity. 

6. PROOF OF THE ANALYTICITY OF V AND W 

In Sec. 6 A we shall prove that W(y; Il, II) is a real 
analytic function of I' -2 at I' -2 = 0 when Il and II are real. 
For this purpose it is convenient to introduce a closely 
related function V(Y;Il, II) which is analytic in the three 
complex variables 1', Il and II, on the domain defined by 
lillY I< 1, I vIY I< 1. 

In Sec. 6 B we shall introduce the function V(y;O, 
which is similarly related to W(Y;~), and prove that it 
is analytic in I' and in ~ on the domain defined by 
I Uy 1< 21T. We will obtain simple closed expressions 
for the expansion coefficients V2n(~) (expansion in 
powers of 1'-2), and for v,,(y) (expansion in powers of ~). 

A. The functions Vb'; JJ.. v) and Wb'; JJ.. v) 

The function W(Y;Il, II) has been defined in Eq. (5.1) 
for real Il and v. Let us first take 11= O. Then we have 

W(Y;Il, 0) = (iy)-l Ah'[F,y(A) - t] + H(y), (6.1) 

with A == (1 +i1l/y)/(1- ill/I') and [Eq. (3.6)] 

H(Y) == zjJ(i')') + 1/(2iy) - In[ - iy sgn(s)]. 

Assuming first /1. real, we define 

V(Y;Il, 0) == W(Y;Il, 0) + C + In[- 21l sgn(s)]. (6.2) 

The Euler constant C has been added for convenience 
only, but the term In[- 21l sgn(s)] has the effect to cancel 
the singularity of wo(iJ., 0) == Rer(O, 21l), see Eq. (5.4). 
In fact we have 

.. (- z)" 
r(O,z)+lnz+C=-:6 --,. (6.3) 

n=l n·n. 
This is an entire function for which we have the follow
ing useful integral representations: 

reo, z) + Inz + C == jZ ~t [1- exp(- t)] 
o 

= [1 dt -- t [1- exp(- zt)]. 
o 

(6.4) 

The combination of Eqs. (6.1), (6.2), and (3.6) yields 

V(Y;Il, 0) == (1/iY)A IY[F,y(A) - t] 
+ zjJ(iy) + 1 a/(uy) + C + In(2Il/i')'). (6.5) 

Notice that sgn(s) has disappeared. Below we shall find 
that the right-hand side of Eq. (6.5) can be analytically 
continued into the complex iJ. plane on the domain de
fined by 

(6.6) 

We shall derive now a simple integral representation 
for V(Y;Il, 0) from which the analytical properties can 
easily be obtained. 

We differentiate Eq. (6.5) with respect to iJ.. utiliz
ing the following integral representation [cf. Eq. (4.12)], 

1 f· t
1Y

-
1 

. (iy) zIYFly(z) = 1-t dt, Ret I' > 0, (6.7) 
o 

we obtain 
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(6.8) 

Further we know that wo(ji, 0) = Rer(O, 2ji) and so 

lim V(Y;P. 0) = 0, (6.9) ,,-0 
where we utilized Eq. (6.3). From Eqs. (6.8) and (6.9) 
we obtain the desired integral representation 

V(Y;ji, 0)= fl'~t[ 1-1+~1? (~~!~j~) ir], 
o (6.10) 

which can be recast into the form 

f I'dt [1 ] V(Y;ji,O)= T 1-1+j2IY2 exp[-2yarctan(tIY)] 
o 

(6.11) 
or 

I t dt [ 1 (1 +ijitIY)ir] 
V(Y;ji, 0) = T 1- 1 + ji2f/y2 1- ijit/y • 

o 
(6.12) 

The integrand of the integral in Eq. (6. 12) is analytic 
provided that 

0< Itl< IYIi.l.I, 
and it can be analytically continued to t = 0. It follows 
that V(Y;ji,O) is an analytic function of Y and ji on the 
domain defined by Eq. (6.6), that is, ljil< lyl. By 
making the substitution Y - - Y in either of the Eqs. 
(6.10)-(6.12) we see that V(Y;ji, 0) is actually a func
tion of y2 rather than of Y. 

We have obtained in Eqs. (6.5) and (6.12) two impor
tant expressions for the function V(Y;ji, 0). Since the 
expressions (6.5) on the one hand and (6.10)-(6.12) on 
the other hand look quite different, they deserve a de
tailed investigation. In particular we shall compare 
their singularities. In Eq. (6.5) we see simple poles 
at iY = - n, for n = 1,2, •• '. They are removable and 
have been discussed before. Further we see a remova
ble singularity at /l = 0, that is, at A == 1. In virtue of 
Eq. (4.2) the function V(Yj/l, 0) can be made continuous 
at ji = ° with V(y;O, 0) = O. 

More interesting are the nonremovable Singularities 
which we are going to discuss now. For this purpose it 
is convenient to introduce the new function U by U(y;p) 
= V(Yjji, 0) with the new variable p=i/l!Y. We get from 
Eq. (6.5) 

U(Yjp) = (iYl-t G~~yr [Fir(~~~) -~] 
+ In(- 2p) + l/!(iy) + (Uy)-t + C, 

and from Eq. (6.12) 

U(y;p) = 1 p ~t [1- 1 ~ 12 (~ ~! yrJ . 

(6.13) 

(6.14) 

Now that we have obtained these two expressions after 
several manipulations, we note that a second proof of 
their equality is obtained by using Eq. (6. 7) and the fOl
lowing integral representation of the digamma functionu 

l/!(z)=- 2~ -ln2-C 

+ It ~t[l-l~j2 n~:rJ, Rez> 0. (6.15) 
o 
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From the definition of U(y;p) and the equality 
V(Y;ji, II) = V(- Y;ji, II) it follows that 

U(y;p) = U(- Y;- pl. (6.16) 

One can derive this equality easily from Eq. (6. 14). It 
follows also from Eq. (6.13), by using Eq. (4.3) and 
observing that 

U(Yj p) - U(- Y;- p) 

= I/! (iY) -I/!{- iYl + (iYl-t + In(- p) -In{p) 

+ (iy)~t r(l + iy) r(l- iYlG ~ ~) -ir (~ ~ ~r 
(6.17) 

vanishes identically for all nonreal p. This can be de
rived with the help of Eq. (3.7), 

l/!{iYl-l/!(- iYl + (iY)-t =irr cothrry. 

By means of analytical continuation we then find that 
the expression of Eq. (6. 17) is identically zero and this 
again proves Eq. (6.16). 

Considered as functions of p, the expressions in 
Eqs. (6.13) and (6. 14) show several branch cuts. Taken 
together, they must yield the same branch cut with the 
same discontinuity for both expressions separately. We 
are going to show that this is indeed true. For the pur
pose of this paper the discontinuity of a function f across 
a branch cut in a point z on the cut can be defined by 

Disc. fez) =lim[j(z(l + ie» - f{Z(I- ie»]. 
"0 

(6.18) 

For example, 

Disc. In(- z) = - 2rri, z> 0, 

and, with the help of Eq. (4.3) [cf. also Eq. (5.22)], 

(6.19) 

For the discontinuity across the cut - 00 < P < - 1 arising 
from the integrand in Eq. (6.14), we obtain 

Dr =D(y; p) ==2(iy)-t sinh(rry) 

(
p_l)ir [ (l- P) 1] 

X P + 1 Fir 1 + P - 2" • (6.20) 

We need this function only for - 00 < P < - 1 and for 
1 < P < 00, where it is regular. Equation (6.16) implies 
at once that the discontinuity across the cut 1 < P < 00 

arising from the integrand in Eq. (6. 14) is equal to 
D~'Y=D(- Yjp). One can verify with the help of Eq. (4.3) 
that 

D(y;p) + D(- Y;- p) = - 2rri. 

The derivation of all the discontinuities will not be 
given here. We summarize the results in the following 
scheme. 

Branch cut Discontinuity Arising from 

_oo<p<-l Dr Eq. (6.14) 

l<p<oo D_r Eq. (6.14) 

_oo<p<-l Dr «1 + p)/(l- p»i'Y 

l<p<oo D_r + 2rri «1 + p)/(l- p»i'Y 

O<p<l 2rri F ir«l + p)!(l- p» 

O<p<oo - 2rri In(- 2p) 
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The first two lines concern Eq. (6.14): the last four 
lines concern the respective expressions of Eq. (6.13). 
On the third line we see the same branch cut as on the 
first line. Furthermore, combination of the last three 
lines just gives the branch cut of the second line. So we 
see that Eqs. (6.13) and (6.14) have indeed the same 
branch cut structure. 

So far we have studied W(Y;/J., 0). However, our goal 
is the function W(Y;/J., v). The final step now is the ob
servation that W(Y;/J.,O) is transformed into W(Y;/J., v) 
by means of the substitution 

/J. - (Il + v)/(I- /J.v/y2), 

under the restriction 

I/J.IYI<I, IvIYI<1. 

It is easy to find that this sUbstitution yields 

A -AB, All' _AlrBlr, 

(6.21) 

where B = (1 + ivIY)/(I- iV/Y), see Eqs. (4.8) and (5.7). 
So we have 

W(Y;/J., v) == W (y; 1 ~ ::/)12 , 0) . (6.22) 

By defining _ 

(6.23) 

we get the following expressions 

(- 21l - 2v) sgn(s) 
V(Y;/J., v) =:: W(Y;/J., v) + C + In 1- /J.lljy2 (6.24) 

= J- All'Bir[F,r(AB) -~] + </l(iY) + -2~ +c 
~Y ZY 

1 (2/J. + 2v 1 ) + n iy 1 _ Ilv/y2 (6.25) 

( 
1 + ifIY) iY] 
1- itIY . 

(6.26) 
By means of changing the variable of integration accord
ing to 

t-7, r(/J. + II) 
t= 1- /J.V?JY2 , 

and, denoting 7 again by t, we obtain from Eq. (6.26) 

f 1 dt 1 + jillt2jy2 
V(Y;/l,v)= t l-llvf!')12 

o 

(6.27) 

The integrand of the integral in Eq. (6. 27) is analytic 
in t, y, /J., and von the domain defined by 

0< I t 1< mine I Y / /J.I , I Y / II I ), 

and it can be analytically continued to t == 0, so V(Y; /J., II) 
is analytic in y, /l, and II on the domain defined by Eq. 
(6.21), 

IIlIYI<1,lv/yl<1. 
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Since the integrand in Eq. (6.27) is real if t, Y, Il, and 
II are real, V(Y;/l, v) is a real-valued function for real 
y, /J., and v. Consequently, V(Y;/l, II) is real analytic 
in anyone of the three variables if the other two are 
real. We point out that the desired analytical proper
ties of W(Y;/l, II) follow from Eq. (6.24). 

Now we shall give the proof of Eq. (5.19). For this 
purpose we introduce the variable a=ill/Y in addition to 
p=i/lIY used before [Eq. (6.13)]. We consider the limit 
of V(Y; /J., II) for Y, /J., 11- 0 such that p and a remain con
stant. In view of Eq. (6.21) we have to require Ip I< 1, 
la I< 1. From Eq. (6.26) it easily follows that 

. f -l(p+a) / (1<pa) dt [ 1] 
hm V(Y;/J., II) = - 1--:--:-:>J 

r,I'ov-O t 1 +r 
Ip 1<1, la 1<1 0 

(6.28) 

The power series expansion of this expression yields 

lim V2n(/J., lI)(iy)-2n = - 2~ [p2n + a2n - 2(- pa)n]. 
Y,U,V" 0 

Ipl<1,lal<1 

Considering now Wand w2n, we observe that the term 
-In(l- /J.v/y) occurring in Eq. (6.24) has the effect of 
cancelling the term - t In (1 + pa)2 in Eq. (6.28). There
fore, we have 

lim W2n(/J., v)(iy)-2n 1 
r,I',v-O =--2 (p2n+a2n), n>O, (6.29) 

Ip 1 < 1, 1 a 1 <1 n 

and this proves Eq. (5.19). 

Finally we report that we have utilized Eq. (6. 22) 
to derive (for n =:: 0,1,2) W2n(/J., II) from W2n(/J., 0) which 
is much easier to obtain. This alternative method yields 
a check on the derivation of d2n (/J., II) performed in Sec. 
4, see Eqs. (4.17) and (4.25). Since wo{/J., 0) =do(ll, 0) 
==r(O, 2/J.) for /J. > 0, we have to expand 

r (0 2/J.+211) 
, 1- /J.IIJY2 

in powers of Y -2. The expansion is carried out with the 
help of the addition theorem for the incomplete gamma 
functions (Ref. 11, p. 341): 

rca, x) - rea, x + y) == yea, x + y) - yea, x) 

==exp(-x)xa-1 t (-x)-n(l-a)n 

which implies in particular 

reo, x + y) = reo, x) 

+exp(-x) [_~+~ l~X] +O(y3), y-O. 

B. The functions Vh;~) and Wh; ~) 

The function W(y;~) has been defined in Eq. (5.10) 
for real ~, 

W(Y;~) = (iy)-1 exp(- ~)[Flr(exP(i~IY» - t] + H(Y). 

Repeating the procedure of Sec. 6A, we get 

V(y;~) = W(y;~) + C + In[ - ~ sgn(s)], 
and 

(6.30a) 
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V(Y;~) = (1/iY) exp(- ~)[F,y(exp(i~/r» - t] 
+ l/J(iY) + 1/(2iY) + C + In(~/iY). (6.30b) 

The latter expression can be analytically continued into 
the complex ~ plane. We obtain 

~ V(y·!:) =.!. - J:.... exp(-!:) cot....t 
d~ ," ~ 2y " 2y , 

and 

so 

V(Y;~) = it :t [1- exp(- ~t) ~~ cot ~~] • (6.31) 
o 

This integral representation implies that V(y;~) is 
analytic in y and in ~ on the domain defined by 

I ~/rl< 21T. (6.32) 

Let us briefly consider the singularities outside the 
domain (6.32). From Eq. (6. 30b) we see that In[U(iY)] 
yields a branch cut 0< i~/Y< 00, and F,y yields a branch 
cut 1 < exp(i~/Y) < 00. It turns out that the first branch 
cut can be removed and that the actual branch cuts are 
given by 

0<i~/Y+21Tin<00, n=±1,±2,···. (6.33) 

So we have in the plane of the complex variable Uy a 
set of branch cuts conSisting of vertical lines parallel 
to the imaginary axis, starting from the points 21Tn 
(n = ± 1, ± 2, ... ) on the real axis and going downwards. 
Only the negative imaginary axis itself (n = 0) is a 
removable branch cut. 

The series expansion in powers of (ir)-2 converges if 
Eq. (6. 32) is satisfied, 

.. 
V(y;~);:: L; V2nW(iY)-2n, I ~ 1< 21T I y I· 

n.O 
(6.34) 

The coefficients v2n are closely related to the coeffi
cients w2n of W [see Eq. (5.14)], 

.. (_ ~) n 
voW=r(O,~)+ln~+C;::- ~ n'n! ' 

V2"(~) == w2n(~)' n> O. (6.35) 

The closed expressions for V2n(~) follow easily from 
Eq. (6.31) if one utilizes the expansion 

DO 

zcotz=L; (_)n(2z) 2nB2n/(2n)!, /ZI<1T. 
n.O 

(6.36) 

The coefficients of the expansion in powers of ~ can 
also be obtained in closed form. We write .. 

V(y;~);::-L; un(r)(-~)n/n!, 1~1<21TIYI. 
n·t 

(6.37) 

Starting from Eq. (6.31) and applying the generating 
function of the Bernoulli polynomials Bn('), we find after 
some manipulations [ef. Eq. (5.22)] 

Un(y) = I/(Uy) + (l/n)(iY)-n Bn(iy). (6.38) 

We know that V(y;~) and un(r) are functions of y2 rather 
than of r, and we show this explicitly by recasting Eqs. 
(6.37) and (6.38) into the form 
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(6.39) 

Here [n/2} means the integral part of n/2 and we have 
used the relation 

(6.40) 

and the fact that Bm;:: 0 for m == 3,5,7, .... 

7. SUMMARY AND DISCUSSION 

We have given in Sec. 2 closed expressions for 
TC,I.t(P,p';k2), for Tcs,l=t(p,p';!?) and for at and rt, 
corresponding to Vc + Vs with Va the 1 = I Yamaguchi
type potential. In Eq. (3.6) we introduced the function 

H(Y) = l/J(iy) + (2ir)-t-In[ - iy sgn(s)], 

which replaces the often used function her) in the defini
tion of the effective range function if the Coulomb po
tential Vc is attractive. When Vc is repulSive, H(Y) is 
identical to her). The effective range functions corre
sponding to Vc + V,.s for several rational separable po
tentials V,-s have been discussed in Sec. 3, and the func
tion W(r; /J., II), which plays the central role here, has 
been introduced. 

In Sec. 4 we investigated F,y(AB). This section con
cludes with some formulas useful for the high-energy 
limit, k - "". In Sec. 5 we studied W(Y;/J., II) of Eq. 
(3.10) and an auxiliary function W(r;~); see Eq. (5.10). 
This function is very useful for numerical computations, 
due to the relationship 

W(Y;/J., II) = W(r;2r[arctan(/J./r) + arctan(II/r)}) (5.11) 

and the fact that we found simple closed expressions 
for the expansion coefficients W2n(~) of W(Y;~). The 
equality 

w2n ;:: d2n - B2n/ (2n) 

holds for w2n(O and d2n(~) as well as for w2n(/J., II) and 
d2n (/J., v). We have obtained 

d2n(~) = (2n)-t exp(- ~) B 2n e2n_1 (~) (5. 13c) 

and 

d2n (/J., v) = (2n)-t exp(- 2/J. - 211) 

X [B2ne2n(2/J. +211) - (/J.2n + ziln) +f2n(/J., II»). 

(5.20) 

In Eq. (4.20) do, d2, and d4 have been given explicitly. 

In Sec. 6 we have proved that W(r;/J., II) is a real 
analytic function of y2 for real /J. and II. The only singu
larities in the complex y plane are the branch cuts 

(-i/J.,i/J.), (-iv,iv). 

They correspond in the complex k plane to the branch 
cuts 

(ia,i oo ), (-ioo,-ia), (i/3, i 00), (-i oo,-i{3). 

The power series 

where ~ has the value 
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~ = 21' arctan(p.h) + 21' arctan(vh), 

is equal to W(Y;Il, v). It converges if 

I ~ I < 21T jyJ . (6.32) 

The map of this region into the complex k plane gives 
a region of convergence which is much larger than the 
disk Ik 1< min(a, fl). [However, this disk is not wholly 
contained in (6.32)1. In particular the whole real k axis 
belongs to the region of convergence determined by 
Eq. (6.32). 

The effective range function K, of the examples of 
the potentials in Sec. 3 is a real analytic function of k2 

with the branch cut - 00 < k2 < max(- 0'2, - 132 ) and possi
bly with isolated poles of finite order. The position of 
these poles depends on the particular potential and is in 
general difficult to predict. In Eq. (3.11) K, is regular 
at k = O. We have also given an example of a potential 
for which Ko has a pole at k == 0 [Eqs. (3.14)- (3.16)]. 
For a general rational separable potential with real 
positive 13, [Ref. 1, Eq. (97)] we conjecture that, except 
for the branch cut - 00 < k2 < max(- /3i, ••. , - /3~), the 
effective range function K, is a "real-meromorphic" 
function of k2 (i. e., real analytic except for a finite 
number of poles of finite order). 

The singularities of the effective range function have 
thus been determined in principle. Its numerical calcu
lation is facilitated, which is in particular due to Eq. 
(5.11)ff. The use of these equations is not restricted to 
the effective range function. They can also be applied 
to other quantities playing a role in the scattering by 
Vc + Vrs• 
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The number of bound states of the Coulomb plus 
Yamaguchi potential 
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It is shown that certain assertions on the number of bound states of a Coulomb plus Yamaguchi potential 
which Zachary [I. Math. Phys. 12, 1379 (1971); 14, 2018 (1973)1 claims to have proved are incorrect. We 
prove that there are always infinitely many bound states if the Coulomb part of the potential is attractive 
and that, in case the Coulomb part of the potential is repulsive, there is one bound state only if the 
Yamaguchi potential is sufficiently attractive. 

hl this paper we correct some assertions which 
Zacharyl claims to have proved concerning the number 
of bound states (in the I = 0 partial wave projected space) 
for the Coulomb plus Yamaguchi potential. 

We prove that the number of S wave bound states is 
always infinite if the Coulomb part of the potential is 
attractive, for a repulsive as well as for an attractive 
Yamaguchi potential. Zachary found (by means of 
numerical calculations) that the number of bound states 
would be 0 or 1 in this case. 

In case the Coulomb part of the potential is repulsive, 
we prove that there is one and only one bound state if 
the Yamaguchi potential is sufficiently attractive, and 
that there is no bound state otherwise. Zachary found 
in this case that the number of bound states could be 0, 
1, or 2. See Ref. 1, pp. 1384 and 1385. 

We start with the observation that all the bound states 
are given by the poles of the T operator. In the notation 
of Ref. 2, we have V= Ve + Va' Here Va is the rank-one 
separable Yamaguchi potential with strength A and range 
parameter (J. Va is attractive or repulsive when A> 0 
or A < 0, respectively. Further, Ve is the pure Coulomb 
potential with strength s, Ve being attractive when s > 0 
and repulsive when s < O. Furthermore we shall use the 
variable K which is connected to the energy by E = _ K2, 
K> O. Then 

(1 ) 

(2) 

where g" is the Coulomb-modified form factor. When Ve 
is repulsive, neither Te nor ff has poles. Below we 
shall show3 that, when Ve is attractive, the pure Coulomb 
poles in Te are cancelled by corresponding poles in Tea' 
Then it follows that the poles of T are obtained by solv
ing the equation 

(3) 

ill the case g is the Yamaguchi form factor, the second 
term is known in closed form [cf. Eq. (83) of Ref. 2] 
and we have 

1 1 
2/J(/J+K)2 l-s/K 2F l(I,-s/K;2-s/K;[({l-K)/ 

({3 + K)]2). (4) 

This is essentially Eq. (31) of Zachary. 
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We now first consider the case that Ve is attractive, 
i. e. , s > O. In that case Te has the pure Coulomb bound
state poles at K=s/n, n=l, 2,···. The origin K=O is 
the limit point of these poles. However, we do not expect 
bound states of Ve + Va at these energies. In fact, Tea 
has poles at exactly the same points K = s / n and its 
residues cancel the residues of Te' It follows that Te 
+ Tea has for these values of K "removable poles" (in 
the terminology of Ref. 4). This can be shown in the 
following way. In the neighborhood of the point K=s/n, 
where we fix n for the moment, we have 

T '" GiilIKn>(KnI G;/ (K"'s/n), 
e _ K2 + s2/n2 (5 ) 

where 1 Kn) is the pure Coulomb bound state vector. Us
ing then 

Ge = Go + GoTcGo '" GoTeGo, 

/ff) = (1 + TeGo) /g) '" TeGo /g), 

where both approximations hold near the pure Coulomb 
bound state poles, we get from Eqs. (1) and (2), 

(6) 

Insertion of Eq. (5) into Eq. (6) shows that the residues 
of Te and T as cancel,3 1. e. , 

(7) 

It is also clarifying to consider the following interesting 
equality, which holds without approximation, 

(8) 

Clearly, the poles of (g/ Ge/g> are no poles of (g/ G /g) 
(and vice versa) as long as A#:O. Furthermore, the 
resolvent G and the T operator have the same poles, 
which follows easily from 

G=Go+GoTGo' 

We now turn to the solution of Eq. (4). All the vari
ables in Eq. (4) are real and it follows that the whole 
expression is real. Due to s > 0 we have - s/ K < O. Now 
it is known that 2Fl (a, b;c; z)/ r(c) is an entire analytic 
function of a, b, and c if z is fixed and 1 zl < 1. It follows 
that the expression on the right-hand side of Eq. (4) 
has simple poles at s/K=n=l, 2,000. (These are just 
the pure Coulomb bound state poles. ) At such a pole it 
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behaves as3 

(n - s/ K)-12s({3 - s/n)2n-2 «(J + s/n)-2n-2, 
from which it follows that the residues have the same 
sign for all n. Therefore, if we vary K from s/(n+ 1) 
to sin (i. e., between any pair of consecutive poles), 
that expression varies continuously from + 00 to - 00 and 
adopts every real number at least once. (Below we shall 
find that it adopts every real number jus t once. ) This 
holds for every n=1, 2,· •• , so Eq. (4) has infinitely 
many solutions for every real value of A., i. e., there is 
a bound state corresponding to K=s/n (n=1, 2,···) for 
an arbitrarily strongly repulsive or attractive 
Yamaguchi potential. The origin K = 0 (zero energy) is 
the only accumulation point of the bound state energies. 

A second way to prove this, which at the same time 
gives more detailed information about the position of the 
bound state energies with respect to the pure Coulomb 
bound states, is to insert the completeness relation 

11 ==~IKn)<Knl 

+ ("dkk2Ik+)(k+ I (9) 

into Eq. (3). Here again I Kn) are the bound state vectors 
and I k +) are the scattering states of the attractive pure 
Coulomb potential. Using then Ge = - (~+ H e)-1 where 
He==Ho+ Ve' we get 

71.-1 - ~ (gIKn)( Knlg) 
-Jot ~ _s2/n2 

{ dkk2 

+ } 0" K2 + k 2 (g I k + ) ( k + I g) . (10) 

The integrand and each term of the infinite sum is a 
monotonically decreaSing function of K on each of the 
intervals s/(n + 1) < K < s/n, n= 0, 1, ••• ; This can be 
seen either by inspection or by means of differentiation 
with respect to 1(2. It follows that the right-hand side of 
Eq. (10) is a monotonically decreasing function of I( on 
the above intervals. So if I( increases between any pair 
of adjacent poles3 [from s/(n + 1) to sin, say], the 
expression on the right-hand side of Eq. (10) decreases 
continuously and monotonically from + 00 to - 00. There
fore, Eq. (10) has for every real value of A one and only 
one solution in the interval s/(n + 1)< K< sin, for 
n == 1, 2, •••. Furthermore, in the n = 0 interval s< K < 00 

there is one and only one solution for every real positive 
value of A, since the right-hand Side of Eq. (10) varies 
then continuously and monotonically from + 00 to O. 

This means that in the case of an attractive Yamaguchi 
part there is just one bound state below the pure Coulomb 
ground state, with binding energy EB < - S2. This is the 
ground state of Ve + Vs' By increasing the Yamaguchi 
strength, 71.- 00, we get an infinite binding energy as 
expected, EB -00. Also all other bound states of Ve + V., 
namely those with n = 2,3, ... , are shifted downwards 
with respect to the corresponding pure Coulomb bound 
states. But in this case the bound states always remain 
above the next lower pure Coulomb bound states. On 
the other hand, if the Yamaguchi part is repulsive, all 
bound states are shifted upwards with respect to the 
pure Coulomb bound states, but every state remains 
below the next higher pure Coulomb state, no matter 
how strongly repulsive Vs is. This is a remarkable and 
quite unexpected phenomenon. 
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Now we consider the case that Ve is repulsive. In this 
case the pure Coulomb scattering states I k +) form a 
complete set in the l == 0 space. The completeness rela
tion now takes the form 

(11) 

Again, we insert Eq. (11) into Eq. (3) and use the fact 
that Ge== - (1(2 + He)-1 with Hc1k + > =k2 lk + >. Then Eq. 
(3) becomes 

A-I _ ["" ~k::2(g Ik +) (k + Ig)= o. (12) 

The integrand is clearly real positive and it is a contin
uous and monotonically decreasing function of I( for 
0< I( < 00. The same holds for the integral. It is maximal 
for I( == O. We denote the corresponding strength by 71.0, 

X;/==('dk(glk+)(k+ Ig). (13) 

It follows by inspection that Eq. (12) has one and only 
one solution if the Yamaguchi potential is sufficiently 
attractive, i. e., if A;;' A.a. When 71.< 71.0 there is no solu
tion and therefore no bound state. An explicit expression 
for Ao follows from 

{33 /71.0= ~ - 2v exp(4v) r(O, 4v), (14) 

in the notation of Ref. 5 (v= - sl (3 > 0). For this value 
of AD, the Coulomb-modified scattering length is infinite, 
a~! = 0, see Eq. (34) of Ref. 5. We notice that 

0< x exp(x)r(O, x) 

=xexp(x)j""dtt-lexp(-f)< 1, x> 0, 
x 

so that the right-hand side of Eq. (14) is always positive 
and therefore >.:01 > 0, cf. Eq. (13). It also follows from 
Eq. (14) that ,sa I AD < ~. This is satisfactory since it is 
known that for the pure Yamaguchi potential the bound 
state appears just at zero energy if the strength A is 
equal to 2{33. Addition of the repulsive Coulomb potential 
must have the effect that AD> 2{33. 

Finally we note that Eq. (12) implies that the expres
sion on the right-hand side of Eq. (4) is a continuous 
and monotonically decreasing function of I( for 0 < I( < 00 

if s < O. This can be proved directly, but with consider
ably more effort, as follows. Starting from a well-known 
integral representation for the hyper geometric function, 
we can recast Eq. (4) into the form 

(15) 

Here we have also utilized 

2Fl (1, if'; 2 + if'; z) == (1 - z) 2Fl (2, 1 + if'; 2 + if'; Z). 

We differentiate the right-hand side of Eq. (15) with 
respect to I( and obtain, after a few partial integrations, 

2101 dft-· I• N-3{2(~ - 1(2)(1 - t) + Int[(,6 + K)2 + t(/3 - 1()2]}. 

(16) 

One easily verifies that 

lnt= 7'._- -- <2--, 0< t< 1. .. 2 (t -1)2n-l t -1 
,:;t 2n - 1 t + 1 t + 1 
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Substitution of this inequality shows that the integrand is 
dominated by 

r&/"N-3 4K(t - 1)[K + /3(1 - t)/(1 + 0], 

which is clearly negative for 0 < t < 1, so that the inte
gral of Eq. (16) is also negative. This proves the 
monotonic ity . 

We note that almost all the assertions of this paper 
remain valid when the Yamaguchi potential is replaced 
by an arbitrary rank-one separable potential. It is not 
difficult to verify this. There is one important excep
tion, however. When we discussed the solutions of 
Eq. (4), we assumed the energy to be negative. It can 
be shown, with the help of Eqs. (10) and (12), that Eq. 
(4) has indeed no solution for positive energy if g is 
the Yamaguchi form factor. That is, there is no bound 
state in the continuum. However, by a special choice of 
the form factor it is possible to construct a bound state 
at positive energy. Such a pathological situation will not 
be discussed here. 

The results of this paper agree with our intuitive idea, 
namely that the range of Vc + Vs ' being still infinite, 
causes an infinite number of bound states in case Vc is 
attractive. On the other hand, it is known that an attrac
tive rank-one separable potential has at most one bound 
state at negative energy. Addition of a repulsive Coulomb 
potential should not change the situation. 
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The mistake of Zachary shows that the hyper geometric 
functions occurring here are complicated objects. The 
source of the difficulties is that the energy variable is 
contained in the parameters of 2Fl as well as in its 
argument. In particular in the zero energy region one 
should be careful. Numerical calculations might fail 
here because the well known ordinary power series of 
2Fl converges very slowly. A method for practical 
calculations, in particular useful in this region, has 
been developed in Ref. 4. 
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We study the distribution of the singularities in the complex angular momentum plane of the S matrix for 
a velocity-dependent potential. and note some deviations with respect to the general behavior established 
for static potentials. We analyze the physical implications of our results concerning the existence of bound 
states and resonances. 

1. INTRODUCTION 

The study of the analytical properties of the 5 matrix 
in potential scattering as a function of the complex 
angular momentum has received considerable attention 
since the work by Regge. 1 The book by Newton2 pro
vides a good review of this field. More recently, sev
eral articles studying Regge poles for local3 and non
local4 potentials have been published. 

Velocity-dependent potentials were introduced and 
used in nuclear physics to describe the nucleon-nucleon 
interaction. These potentials present peculiar proper
ties as compared with static (i. e., velocity-nondepen
dent) potentials. 5 In a previous paper6 we have studied 
the singularities of the 5 matrix in the complex linear 
momentum plane for a velocity-dependent potential. 
Several authors have investigated the general analytic 
properties of the scattering amplitude, in the complex 
linear and angular momentum planes, for velocity-de
pendent potentials. Weigel7 has obtained the Jost func
tions and the equation of the Regge trajectories for a 
group of soluble velocity-dependent potentials as well 
as certain analytical properties of the 5 matrix and the 
location of its singularities at zero energy. Butera and 
Girardell08 have investigated, in the case of a velocity
dependent potential, the feasibility of the Watson-Som
merfeld transformation, the validity of the Bargmann 
and Levinson theorems concerning bound states and a 
generalization of the N/D method. In order to extend 
our knowledge of the characteristic features of these 
potentials, it seemed to us interesting to investigate the 
distribution of singularities of the 5 matrix in the com
plex angular momentum plane for physical values of the 
energy. Such an analysis reveals a somewhat peculiar 
analytic behavior as compared to static potentials, and 
provides interesting information about physical aspects 
(bound states and resonances) of the velocity-dependent 
potentials. 

In Sec. 2 we write down the 5 matrix for a simple 
form of velocity-dependent potential6 and obtain some 
general results concerning to the location of its poles 
in the complex angular momentum plane. Sections 3 and 
4 are devoted to the description of the Regge trajector
ies for low and high energies, respectively. Finally, 
Sec. 5 shows a numerical investigation of the poles at 
intermediate energies and presents some conclusions 
concerning bound states and resonances. 
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2. THE S MATRIX 

Let us consider a spinless particle of mass m and 
energy E in a velocity-dependent potential of the form 

V(r, p) =Ap· e(b - r)p/2m, (2.1) 

which was first introduced by Razavy, Field, and 
Levinger9 for the description of nuclear forces. It 
possesses spherical symmetry and its radial shape is a 
velocity-dependent square barrier (A> 0) or well (A < 0) 
of range b and intensity A. The 5, function for the l 
wave is given by6 

kh2l (kb)j,(k'b) - (1 +A)k'h2(kb)j!(k'b) 
5 , (k) == - khhkb)j,(k'b) _ (1 +A)k'hhkb)j:(k'b) ' (2.2) 

where 

(2.3) 

The general analyticity properties of the 5 matrix in 
the complex l plane have already been discussed. 1,8 5 , (k) 
is a meromorphic function of k for fixed real l, and a 
meromorphic function of l for fixed k, and its poles are 
given by the zeros of the denominator in the right-hand 
side of Eq. (2.2). Let us call 

a =kb, (3=k'b, 

">t=l +t, 

and denote 

Hx (s) = a Btl (a )/B~(a), 

9 x (s') = {3Jx+t ({3)/ J A ((3), 

with 

s=a 2, s'={32=s/(1+A). 

(2.4) 

(2.5) 

(2.6) 

(2.7) 

(2.8) 

In our study, the adimensional parameter s, related to 
the energy through 

s = 2m Eb2/1'i2, (2.9) 

will take only physical (i. e., real) values. The equation 
determining the poles of the 5 I function can be written 
in the form 

(2.10) 

From well-known properties of the Hankel and Bessel 
functions, it can be seen that Hx(s) and 9x(s') are real 
functions of their arguments for real">t. Similarly, one 
can easily verify the relations 
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Hr.(s)=HA(s), for negative s, (2,11) 

and 

9i(S')=9A(S'), for real s', (2.12) 

where the bar denotes complex conjugate. These prop
erties make evident that, for a given negative energy, 
the solutions of Eq. (2.10) in the complex X plane are 
either real or appear in the complex conjugate pairs. 
This result is also obtained for static potentials. 2 In
stead, there are two results, valid for static potentials, 
which do not apply in our case. These results concern 
the poles in the right X hali-plane and say: (i) At negative 
energies such poles may only be real, and (ii) at posi
tive energies they can only lie above the real semiaxis. 
In fact, for a certain range of values of the intensi ty 
parameter A, we will find complex poles in the first and 
fourth quadrants for negative energies and in both the 
first and fourth quadrants for positive energies. 

3. REGGE TRAJECTORIES AT LOW ENERGIES 

In the case of low (positive or negative) energies, I s I 
«1, the description of the Regge trajectories is more 
easily done by writing in Eq. (2.10) the expressions for 
HA(s) and 9A(S') defined by Eqs. (2.6) and (2.7) in terms 
of series expansions of the Hankel and Bessel functions. 
We obtain 

HA(s) = 2{f; (- s/4)"/n! 1(- X)· .. (- X - 1 +n) 
"sO 

- [sGA(s)/4(X + 1)] 

X f; (- s/4)"/n! l(X +2) .. • (X +1 +n)} 
"sO 

x{Po (- s/4)"/n! 1(- X +1)· •• (- X +n) 

- GA(s) f; (- s/4)"/n! l(X + 1) ... (X + n)}-(3.1) 
"=0 

and 

where 

GA(s) = (S/4)A exp(- i1TX) r(l- X)/r(l + X). (3.3) 

Following a terminology used by Newton,2 we shall call 
o poles the poles that tend to X = 0 and C poles those 
that tend to a point Xo* 0, as s - O. We discuss these two 
cases separately. 

A. 0 poles 

Let us consider the possibility that Eq. (2.10) is satis
fied with X - 0 as s - O. From Eqs. (3.1) and (3.2), it 
is easy to see that this possibility exists only if X and s 
are related in such a way that GA(s), given by Eq. (3.3), 
is of the form 

(3.4) 
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This implies 

X=O([logls /]-1), Is 1« 1. (3.5) 

Equation (2.10) then takes a form similar to that studied 
by Keller, Rubinow, and Goldstein. 10 Terms O(s) are 
negligible compared to terms O(x), and the condition for 
the existence of poles becomes 

(3.6) 

Replacing the expression for GA(s), Eq. (3.3), and tak
ing logarithms in both sides of Eq. (3.6), we obtain 

X[log(s/4)- i1T] +log[r(l- X)/r(l +X)] +2n1Ti 

""log[1-4X/A(1-2X»), n=±l, ±2, ±3, (3.7) 

Following a procedure similar to that used by Keller 
et ala 10 we obtain 

I (
s)_ 21Ti . 2 2~b(2m+1)'2'" og - - - n - + 1Tt - Y - L..J It 
4 X ",=1 2m +1 

1 ( 4X) +~ log 1- A(l _ 2X) • (3.8) 

Here, Y is the Euler constant and b is the Riemann zeta 
function. Retaining in explicit form terms up to the first 
order in X, we have 

/.S) 21Ti. 4 8( 1) 2 log\4 =-nT+ 1Tz - 2y-x-x 1+.A: X+O(X). 

Let us call 

li(s) = - [log Is /41 ]-1, 0 (s) = args , 

¢(s)=2y +4/A - (1T- O)i. 

(3.9) 

(3.10) 

The expression for X in terms of s, for small X and s, 
can be obtained from Eq. (3.8) and is given by 

X=n21Ti6{1 + ¢6 +[¢2 +n21Ti8(A + 1)/A2] 62 +O(63)}, 

(3.11) 
lxi, Isl«l and n=±l, ±2, ±3, .... 

For negative energies ¢ is real. So, as the energy 
tends to zero through negative values, the poles follow 
trajectories given approximately by 

ReX'" - n2 32w2[(A + 1)/A2][ -log IS/41]- 3, 

ImX""n 21T[-log!s/41 ]-1, 

where 

s-O- and n=±l, ±2, ±3, •••. 

(3. 12a) 

(3. 12b) 

For positive energies ¢ becomes complex. The thresh
old behavior of the trajectories is then given approxi
mately by 

ReX ""n 21T2[ - log I s/ 41 ]-2, 

ImX ""n 21T[- log Is/ 41 ]-1, 

where 

s - O· and n = ± 1, ± 2, ± 3, •••. 

(3. 13a) 

(3. 13b) 

Equations (3.12) and (3.13) allow us to describe the 
threshold behavior of the 0 poles. For values of the 
parameter A in the range - 1 <A, that is, for a barrier 
(0 <A) or a "shallow" well (-1 <A < 0), as the energy 
approaches zero through negative values, the poles 
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move to the origin in the A plane coming from the sec
ond and third quadrants. Then, as the energy increases 
from zero towards positive values, they leave the origin 
moving towards the first and third quadrants. For val
ues of A in the range A < -1, that is, in the case of 
"deep" well, the 0 poles, which lie in the first and fourth 
quadrants for small negative energy values, reach the 
origin at zero energy and enter the first and third quad
rants as the energy increases. Of course, for any value 
of A, at negative energies, values of n with opposite 
sign in Eq. (3.12) correspond to complex conjugate 
trajectories. 

We thus observe that, for A < -1, there occur com
plex poles in the right-hand side of the A-plane for 
negative values of the energy. This result is peculiar 
of the velocity-dependent potential studied here, since 
it is well known that, for static potentials, poles at 
negative energy must be real if ReA> O. 

B. C poles 

Now we investigate the existence of poles which, as 
s - 0, approach points Ao* 0 in the A plane. From Eqs. 
(3.1)-(3.3) it is clear that, except for negative integer 
values of Ao, we have 

lim9>. (s'):::::O, (3.14) 
s' - 0 Q 

limH>. (s) = 0, for ReAo < 0, (3. 15a) 
,... 0 Q 

=2Ao, for ReXo>O. (3,15b) 

In view of this we conclude that Eq. (2.10) can be satis
fied only for 

ReAo> 0, Ao =A/2(2 +A). (3.16) 

So, we have one and only one C pole, which at zero 
energy is in a point of the plane determined by the value 
1e of the angular momentum given by 

10 =-1/(2 +A). (3.17) 

In what follows this pole will be denominated "special 
pole" in connection with the terminology used in Ref. 6. 
In view of the restriction ReAo > 0, such pole does not 
appear as a C pole for values of A in the range - 2 <A 
<0. 

Let us examine the trajectory of the special pole for 
low energies. Following Newton,2 we distinguish three 
cases: 

(i) 1 < Ao, 1. e., - 4 <A < - 2. We have in this case 

ReA'" :>'0[1 +s/(2 +A)(A~ - 1)], 

ImA"" (A/(2 +A)2)js/4j>'Osin(1T_ 9)AQ 

x r(1 - Ao)/r (1 + AO)' 

(ii) Ao = 1, i. e., A = - 4. Now it becomes 

ReA"" 1 + (s/4){J.og \8/4\ +2Y-1/2}, 

ImA"" (8 - 7T) s/4. 

(3 •. 18a) 

(3. 18b) 

(3. 19a) 

(3. 19b) 

(iii) 0 < Ao < 1, 1. e. , A < - 4 or 0 < A. We obtain 

ReA"" Ao - [A/(2 +A)2J \s/4\>'0 
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X COS(1T - 8) Aor(l - Ao)/r(l + Ao), 

ImA'" (.4/(2 +A)2) \ s/4\ >'0 
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(3.20a) 

(3,20b) 

These expressions can be obtained easily from Eqs. 
(3.1) and (3.2), retaining only the dominant terms as 
s - O. The quantities 8 and yare the same as in Eq. 
(3.10). 

The displacement of the special pole on the complex 
A plane as the energy passes through zero can be de
scribed in the following way. For A < - 2 the pole is on 
the real axis for a small negative value of the energy, 
mOVes to the left towards the point Ao as s - 0- and then 
leaves the real axis, moving leftwards and downwards 
as the energy becomes positive. For 0 <A the pole is 
mOVing along the real axis towards the right as s - 0-
and, at A=AO, passes to the complex plane moving left
wards and upwards as the energy becomes positive. 

It remains to examine the possible existence of poles 
located at negative integer values of A for energy equal 
to zero. These values of A are indeterminacy points of 
the S matrix,7 where the trajectories of its zeros and 
of its poles intersect. At small energy values there is 
a pole in the neighborhood of each of the values A=-n, 
n = 1,2, 3, •••. Let us examine the form of the Regge 
trajectories in the vicinity of these points. 

Imi 

-1<A<O -' ~ I ILL / t / 

-2~ A<-1 

Rei 
-~-- --------.------~~--.--+-.. ----_.-,---

-10 -5 o 5 

FIG. 1. Schematic threshold behavior of the C poles for a 
velocity-dependent potential, for different values of the inten
sity parameter A, as described in the text. The arrows indicate 
the direction of displacement of the poles as the energy goes, 
paSsing through zero, from small negative to small positive 
values. 
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For a value of ~ near - n, retaining only the dominant 
terms in Eqs. (3.1)-(3.3), we obtain 

H ..... (s) = - 2(s/4)(l- On.l)/(n -1) + 2 (s/4)n 

x[logls/41- i(1I'- 8)l/[(n-l)1]2, (3.21) 

f) .... ,(s')=- 2nj[l-nl (n-l)I e/(s'/4)n], (3.22) 

where Ie I is an infinitesimal or order O(s"). Taking 
these expressions into Eq. (2.10), we obtain 

Ree '" [(A - 2n(2 +A»/.4 (2n + 1)n I (n - 1) I] (s'/ 4)", 

(3. 23a) 

Ime'" (1T - 8)(1 +A)[ 4/ A(2n + 1H(n + 1)1 )2]2(SS' /16)", 

(3. 23b) 
where s' is given by Eq. (2.8). 

Equations (3.23) determine the threshold behavior of 
the C trajectories. In Fig. 1 we have sketched, for the 
different values of the intensity parameter A, the mo
tion of the poles as the energy goes through zero, vary
ing from small negative to small positive values. 

and 

The notation here is the same used in Ref. 11. We have 
denoted, for brevity, 

a=>.z, f3= >.z I, 

p=exp(21Ti/3) ~2/3l;, p' =~2/3~. 

(4.4) 

(4.5) 

The relation between the variables p and z is given in 
Ref. 11, p. 368, and a similar relation holds between 
the variables ~ and z I. The poles move to infinity in the 
complex angular momentum plane as Is 1- 00. However, 
due to the presence in Eq. (4.5) bf the variables l; and ~ 
which may tend to zero, the moduli of p and p' do not 
necessarily tend to infinity. If the modulus of p and/or 
p' increase without limit as Is 1- 00, Eqs. (4.2) and 
(4.3) can be conveniently Simplified. We can use the 
asymptotic expansions of the Airy functions (see Ref. 
11, p. 44B) to obtain 

aHl' (a )/H:(a) 

= _ ~(1- z2)1/2{1 + ~-1l;1/2 

x[_ bo(l;) +co(l;) /;-1_/;-2/4] +O(~-2)}, (4.6) 

valid for 

(4.6 /) 

and 

f3J{({3)/J). (f3) 

=~(1_z'2)1/2{1 +~-1~1/2 

X[boW - coW~-1- ~.2/4] +0(~-2)}, (4.7) 

947 J. Math. Phys., Vol. 18, No.5, May 1977 

4. REGGE TRAJECTORIES AT HIGH ENERGIES 

Now let us consider the limits of infinite (positive and 
negative) energies, s - ± 00. Of course, Is' /- 00. From 
the asymptotic expansions of the Bessel and Hankel 
functions for large va lues of the variable (see Ref. 11, 
p. 364) it is easy to conclude the impossibility of exis
tence of solutions of Eq. (2.10) in the finite ~ plane for 
infinite energies. Thus, all poles go to infinity in the 
~ plane as the energy increases or decreases without 
limit. 

Equation (2. 1 0) determining the poles can be written 
in the form 

aH1'(a)/Hl(a) - (1 +A)f3J~(f3)/J).(f3) +A/2 =0. (4.1) 

The Hankel and Bessel functions and their derivatives 
can be replaced by their uniform asymptotic expansions 
(see Ref. 11, pp. 368-69) to give respectively 

(4.2) 

(4.3) 

I 
valid for 

(4.7') 

We now consider three different pOSSibilities, namely, 
(i) ~'" a in such a way that p- const, (p' 1- 00, (ii) ~ 
= fJ giving p' - const, I pi - 00, and (iii) ~ different from 
aandf3, i.e., Ipl, Ip'l-oo, ass-±oo. Wethusiden
tify three kinds of poles which we shall call a, f3, and 
y poles, respectively. 

A. a poles 

Let us first assume that, as Is 1- 00 and I~I- 00, it 
becomes p - const, I p' I - 00. Taking Eq. (4.7) into Eq. 
(4.1), we obtain for the poles 

H~'(a)/HHa) - W(~) = 0, (4. B) 

where W(~) can be approximated by 

W(~) =z·1«1 +A)(1 _ z '2)1/2 

X{1 + ~.1[boW - coW~·l- ~.2/4]} 

_A~·1/2 +0(~·2». (4.9) 

If W(~) is a cons tant, (4. B) belongs to a type discussed 
by Cochran. 12 Actually in our case W(~) tends to a 
constant 

W(~)- W =(1 +A)[A/(1 +AJ1/2, (4.10) 

as the energy goes to infinity. Then the solutions of Eq. 
(4.8) are given by 
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An'= a + e" exp(- 2'ITi/3)(a/2)!/3 

+ (1/60)c~ exp(- 41Ti/3) (a/2 t! 13 + 0(a-1), (4.11) 

where en denotes the nth solution of the equation 

Ai/(cn) == (a/2)! laW exp(i1T/3) Ai{cn), (4.12) 

given approximately by 

en ==an + (a/2t1l3/W exp(i1T/3) +0(a-2/3 ), (4.13) 

where a" stands for the nth zero of the Airy function. 13 

We thus obtain that the poles tend to the points given by 

A" == a + an exp(- 21Ti/3Ha/2)1/3 - l/W + 0(a-1/3). 

(4.14) 

It is easy to see that there are poles, different from 
those given by Eq. (4.14), corresponding also to p 
- const, I p'l - 00. If we make use of the relations 

H~ (0:) == exp(X1Ti)Hi(a), H~~(a) == exp(X1Ti)Hi/ (a) , 

(4.15) 

in Eq. (4. B), we obtain for the pole equation 

H!.i(a)/H~A(a) - W(x) == 0, (4.16) 

whose solutions ca n be obtained similarly to those of 
Eq. (4. B). The values of A so obtained are nearly the 
symmetrical of those given by Eq. (4.14). They are not 
precisely the same with opposite sign because of the fact 
that W(- X)* W(x), and actually W(- X) == - W(X) +0(X-1). 

For negative energies, the solutions of Eq. (4.16) are 
exactly the complex conjugate of those of Eq. (4.8), as 
can be seen by writing Eq. (4.16) in the equivalent form 

1 I 1 -Hr./(a) H~(a)-W(X)==O, s<:O. (4.17) 

Summarizing, for large positive energy we have two 
families of trajectories which are nearly symmetrical 
with respect to the origin, 

Re{± Xn) == a - (aj2}(a/2)1/3 'fRe(l/W) 

+0(a-1/3 ), 

Im(± Xn) == - ({3 a,/2)(a/2)1/3 =Hm(l/W) 

+ 0(a-1I3), 

(4. 18a) 

(4. 18b) 

and pairs of complex conjugate trajectories for large 
negative energy 

ReX" = - Re(1/W) + 0 (I a 1-113), 

±ImXn= lal-an(lal/2)1/3-Im{1/W) 

+O(la 1-1/3). 

(4. 19a) 

(4. 19b) 

Notice that W is pure imaginary for - 1 <A <: 0, and is 
real otherwise. So we find that for large negative ener
gies the trajectories tend to rise vertically in the A 
plane, approaching asymptotically the imaginary axis 
for -1 <:A < 0 and the line ReX==- W-l for A <: -1 or 0 
<A. 

B. (3 poles 

Now, let us examine the possibility that Ip 1- 00 

p' - const, when Is I, IX 1- 00. We may substitute Eq. 
(4.6) in Eq. (4.1) to obtain for the pole equation 

(4.20) 
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where V(A) can be approximated by 

V(A)==[z'(l +A)J-l«1_z2)1/2 

x{l + A-l~1/2l_ bo(~) +eom~-l- ~-2/4]} 

- A-1A/2 +0(X-2». (4.21) 

Equation (4.20) can be treated Similarly to Eq. (4.8). 
As in the precedent subsection, there are poles other 
than those given by Eq. (4.20) corresponding to Ip I 
- 00, p' - const. Taking the complex conjugate of Eq. 
(4.20), we obtain 

J~(I3)/J>:(13) + V(X) =0, for real (3, (4. 22a) 

Ji({3)/J~({3) - V(A) ==0, for imaginary (3. (4. 22b) 

At positive energies the solutions of Eq. (4.22) are not 
the complex co~ugate of the solutions of Eq. (4.20), 
since ± V(X) * V(A). At negative energies, instead, Eqs. 
(4.22) can be written 

(4.23) 

whose solutions are the complex conjugate of the solu
tions of Eq. (4.20). 

Let us summarize, describing the asymptotic form 
of the trajectories of the {3 poles. Let an be the nth zero 
of the Airy function. At positive energies and for values 
o <:A, we have 

ReX" == (3 + an(J3/2)1/3 + 0(13'"1/3), 

ImAn == (1 +A)/A 1/2 +0(WIf3
); 

for values - 1 <:A < 0, it becomes 

ReXn =={3 +an({3/2)1/3 + (1 +A)/(_A)1/2 

+ 0(/3-1 13), 

Imi\n == 0 (W I /3), 

and for values A < - 1, we obtain 

ReX. == ({3 aj2)( I {31/2)1/3'f (1 +A)/(_A)1/2 

+0(1{3\-1/3), 

Im(± An) == 1 {3\ + (aj2)( 1 {31!2)1I3 + O( I (3\-1 13), 

(4. 24a) 

(4. 24b) 

(4. 25a) 

(4. 25b) 

(4. 26a) 

(4. 26b) 

where the signs 'f in the right-hand side of Eq. (4. 26a) 
are in correspondence with those of the left-hand side 
of Eq. (4. 26b). At negative energies we have pairs of 
complex conjugate trajectories for 0 <A, 

ReAn = ({3 aj2)( I (31/2)1/3 + O( \ (3\-1/3), (4. 27a) 

± ImAn == \ /31 + (aj2)( \ {31/2)!/3 + (1 +A)/ A 112 

+0(\{3\-1/3), (4.27b) 

and for -1 <A <0, 

ReXn== ({3a,,/2)(\i3 1/2)1/3_ (1 +A)/(_A)1/2 

+ 0 ( 1 (31-1/3), 

± ImAn== \ {3\ + (aj2)( \ {3\/2)1/3 + 0 (\ (3\-1/3), 

and pure real trajectories for A < - 1, 

ReA
n

==i3 +an({3/2)1/3 +(1 +A)/(_A)1/2 

+ o ({3-1 /3), 

Ferreira, Merl, and Sesma 
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Imi\n = O. (4. 29b) 

C. 'Y poles 

Finally, let us consider the possibility that I pi, I pi I 
- "" for Is I, I i\ I - "". In this case, Eqs. (4.6) and (4.7) 
are simultaneously valid. The equation of the poles 
takes the form 

i\{(l - z2)1/2(l + i\ -IB(W + (1 +A)(l- z 12)1/2 

X(1 + i\-l eW)}-A/2 +O(i\-I) == 0, 

where we have abbreviated 

B(l;) = l;1/2[ - bo(l;) + Co(b)/;-l - t,-2/4], 

eW=~1/2[boW-coW~-I- ~-2/4]. 

(4.30) 

(4.3la) 

(4.3lb) 

Dividing by i\ and grouping terms of the same order, 
Eq. (4.30) becomes 

(1_z2)1/2 +(1 +A)(1_z '2 )112 +i\-I[(1_z2)1/2B(l;) 

+ (1 +A)(l - z 12)1 !2ew -A/2] + o (i\-2) = o. 
(4.32) 

It is evident tha t this equation can be satisfied only for 
(1 +A) < O. In this case we have 

i\ = Q/(2 +A)1/2 - [(1 +A)/A(2 +A)] 

X{B(t,) - ew - A/2[- (1 +A)]1/2} +O(i\-2). (4.33) 

At first sight, Eq. (4.33) does not seem an explicit 
expression for i\ in terms 0 f Q, because the right- hand 
side depends on i\ through B(/;) and e(~). However, both 
z and z I approach constant values as a tends to infinity. 
In fact, 
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z2 =2 +A +O(Q-l), Zl2= (2 +A)/(1 +A) +O(a-1), 

(4.34) 
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and so, retaining only the most relevant terms, /; and 
~ can be approximated by 

it,3/2", In({(1+[- (1 +A)]1/2}/(2 +A)1/2)_ [- (1 +A)]l/2, 

(4. 35a) 

H3 /2," In({l + [- 1/(1 +A)]1/2}/[(2 +A)/(l + A)]1/2) 

- [-1/(1 +A)]1/2. (4. 35b) 

Therefore, B(l;) and e(/;) can be replaced by constants 
in Eq. (4.33). The va lues of these constants, for a 
given intensity parameter A, can be obtained from Eqs. 
(4.31) by using the expressions for t, and ~ given by 
Eqs. (4.35) and the definitions of the functions bo and 
Co (see Ref. 11, p. 368). 

5. DISCUSSION 

To discuss the physical implications of the Regge 
trajectories and to relate 0 and e poles (at threshold) 
with Q, 13, and y poles (asymptotically), we have inves
tigated the location of the poles at intermediate (posi
tive and negative) energies, using the method of "steep
est descent" to obtain the numerical solutions of Eq. 
(2.10). H~(s) has been calculated through Eq. (3.1), with 
double preCision in the sums, and 9 ~ (s') was evaluated 
using a continued fraction expansion. 

In order to see the peculiarities of velocity-dependent 
potentials, it is interesting to compare our results with 
those obtained in the case of static potentials. The 
singularities of the S matrix for a static square poten
tial and its physical implications have been thoroughly 
discussed by Nussenzveig. 3,14 Summarizing, the poles 
for a cutoff potential are grouped into two classes. 
Class-! poles are associated with the interior of the 
potential and can be related to bound states and reso-

s ... +~ 

100. 

15 Rei 

FIG. 2. Regge trajectories of the 
Class-IT poles for a "deep" (A 
= - 3) velOCity-dependent square 
well potential. We show the first 
four of an infinite family of tra
jectories. For large negative 
energies the poles appear as O! 

poles, follOWing trajectories 
asymptotically tangent to the line 
Rel = -1/2 + 1/-'6 in both upper 
and lower half-planes. As the 
energy becomes less negative, 
the poles follow two complex con
jugate families of trajectories, 
reaching the O-point l = -1/2 
(:>.. = 0) at zero energy. When the 
energy goes to positive values the 
poles leave the 0 point follOWing 
two families of trajectories, one 
in the first quadrant and the other 
in the third quadrant of the :>.. 
piane. These two families are 
nearly symmetric with respect to 
the point l = -1/2. At large posi
tive energies the poles appear as 
(JI poles. The numbers along 
the first trajectory denote the 
values of the energy parameter 
s. The transversal dashes con
nect poles corresponding to the 
same value of s. 
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nances. Its trajectories are C trajectories at threshold 
and at high energy they appear as i3 poles (in our termi
nology). Class-II poles are motivated by the sharp cut
off in the potential and correspond to surface waves in 
much a similar manner to those produced by a hard 
sphere. Its trajectories are 0 trajectories at low ener
gy and they become a poles at high energy. 

In the case of a velocity-dependent square well (or 
barrier) potential, we find also Class-I and Class-II 
poles. Class-II poles offer an aspect quite similar to 
those for a static well (or barrier), except for some 
minor differences. (For instance, for A < - 1, at nega
tive energies the poles lie in the first and fourth quad
rants of the A plane). As in the static case, they are not 
related to bound states or resonances. In Fig. 2 we 
show the Regge trajectories of the Class-II poles for an 
intensity parameter A = - 3. The general aspect of these 
trajectories is about the same for other values of A. 

Class-I poles follow C trajectories at low energy and 
become i3 poles at high energy, as for static potentials. 
However, there are some interesting differences with 
the static case in what concerns the bound states and 
resonances. Let us discuss our results. 

For a velocity-dependent barrier (0 <A), there are 
no bound states and an infinite number of resonances 
can occur for each physical value of the angular momen
tum. For a low barrier (0 <A« 1), these resonances 
are very broad. For a high barrier (1 «A), the width of 
the resonances becomes roughly proportional to AEI /2 

and, in contrast with what happens for a static barrier, 14 

the resonances become broader as the height A of the 
barrier increases. Thus a velocity-dependent barrier 
does not show sharp resonances, the resonance effects 
having its greatest intensity for A'" 1. 

, 
-100 

Iml 

\ 10 

\ 
\ 

o 10 

-s 
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In the case of a "shallow" velocity-dependent well 
(- 1 <A < 0), there are no bound states. Each Class-I 
trajectory originates an infinite number of resonances, 
one for each physical angular momentum. These reso
nances become sharper as the intensity parameter A 
tends to - 1. The trajectories of the Class-I poles for 
A = -1/2 can be seen in Fig. 3. 

For a "deep" velocity-dependent well (A < - 1), an in
finite number of bound states appear for each physical 
angular momentum. The binding energy spectrum is un
bounded. In contrast with what is found for static po
tentials, for a given Regge trajectory the poles with 
higher angular m omentum have larger binding energy. 
There are no resonances associated to Class-I poles. 
In Fig. 4 we show the Regge trajectories of the Class-I 
poles for A =- 3. 

Besides Class-I and Class-II poles, we find in the 
case of our velocity-dependent potential a Class-III pole 
which in Ref. 6 we have denominated "special" pole. 
For a velocity-dependent barrier (0 <A), this Class-III 
pole has a behavior very similar to Class-I poles: it 
follows a C trajectory at low energy and becomes a i3 
pole at high energy. For a "shallow" velocity dependent 
well (-1 <A < 0), it presents some properties of Class
I and Class-II poles. At low energy it appears as a 
Class-II pole, following a 0 trajectory; at high energy, 
instead, it resembles a Class-I pole, as it becomes a 
J3 pole. For a "moderately deep" velocity-dependent 
well (- 2 <A < - 1), the Class-III pole follows a 0 tra
jectory at low energy and appears as a y pole at high 
energy. It originates one resonance at each physical 
value of l. Finally, for a "very deep" velocity-depen
dent well (A < - 2), the Class-III pole has a C trajectory 
at low energy and behaves as a y pole at high energy. 

15 Rei 

FIG. 3. Regge trajectories of the 
Class-I poles for a velocity-de
pendent "shallow" well potential 
(A= -1/2). We have drawn the 
first four of the infinite family 
of trajectories. For large nega
tive energies the poles appear 
as (3 poles. at the infinity in the 
second and third quadrants. They 
follow two complex conjugate 
families of trajectories, ap
proaching the real axis as the 
energy increases towards zero. 
The pairs of complex conjugate 
poles meet on the real axis for 
different negative values of the 
energy. The two poles of each 
pair then move in opposite 
directions along the real axis. 
At zero energy each pole reaches 
one of the C points, 1 = -1. 5, 
-2.5, -3.5, .. ·. As the energy 
becomes positive the poles leave 
these C points moving rlghtwards 
and upwards. Each trajectory 
orlglnates one resonance for each 
phySical value of the angular 
momentum. When the energy 
reaches large positive values. 
the poles behave as {3 poles, 
followlng trajectories asymptotic 
to the real axis. 
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FIG. 4. Regge trajectories of the Class-I and Class-III poles 
for a velocity-dependent "deep" well potential (A = - 3). We 
show the first four of an infinite family of Class-I trajectories 
and the unique Class-III trajectory. For large negative energies 
the Class-I poles appear, as f3 poles, at the infinity of the posi
tive real semiaxis. As the energy increases towards zero, all 
these poles move along the real axis. Each trajectory originates 
one bound state of each physical value of angular momentum. 
At zero energy the Class-I poles reach the C points 1 = -1. 5, 
- 2.5, - 3.5, -4.5,···. When the energy takes positive 
values, the poles leave the C pOints in the form described 
qualitatively in Fig. 1. As the energy reaches large positive 
values, the poles move, along two nearly complex conjugate 
families of trajectories, towards the infinity of the second and 
third quadrants, where they behave as f3 poles. The Class-III 
pole is located for large negative energies also at the infinity 
of the positive real semiaxis. However, it behaves as a'Y pole. 
As the energy goes to zero, the pole moves leftwards, along 
the real axis. causing one bound state at each physical angular 
momentum such that 1 > 1. At zero energy the pole reaches the 
point 1 = 1, thus giving a P-wave bound state of binding energy 
equal to zero or a zero energy resonance. As the energy takes 
positive values, the pole leaves the point 1 = 1 moving leftwards 
and downwards, and originates a broad S-wave resonance. 
Finally, at large positive energy, it becomes a'Y pole, moving 
downwards along an asymptotically vertical trajectory. 

This Class-III pole originates one bound state for each 
physical angular momentum I> l/(-A - 2) and a possible 
resonance at each physical I such that I < 1/(-A - 2). 
These resonances become broader as I decreases. If 
the parameter - A has a value slightly smaller than 2 
+ 1/1, with I integer, there occurs a sharp resonance of 
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angular momentum I. The Regge trajectory associated 
with those resonances shows a peculiar feature. As the 
energy increases from zero, the pole leaves the real 
axis moving downwards and towards the left. So, the 
resonances are associated with poles in the fourth 
quadrant of the A plane. For these poles we have ImA < 0 
and d(ReA)/dE < 0, giving for the resonance a positive 
width. In Fig. 4 we show the trajectory of the Class-III 
pole for A = - 3. 

To conclude, it is interesting to point out the main 
difference between our results for the velocity-depen
dent square potential and the results obtained for a static 
one. 14 A velocity-dependent square barrier does not 
originate sharp resonances, in contrast with what hap
pens for a static barrier. A velocity-dependent square 
well can give an infinity of sharp resonances and no 
bound states (shallow well) or only some resonances 
and an infinity of bound states (deep well), whereas a 
static well has a limited number of bound states and no 
sharp resonances. 
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Phase-space approach to relativistic quantum mechanics. I. 
Coherent-state representation for massive scalar particles 

Gerald Kaiser 

Department of Mathematics, University of Toronto, Toronto, Canada M5S lAl 
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We construct a family of equivalent representations U~ (A>O) of the restricted Poincare group p! for a 
massive scalar particle on spaces I<.~ of functions defined over "phase space" P~. Each p. is a submanifold 
of the forward tube, and I<. ~ consists of restrictions on holomorphic solutions of the Klein-Gordon 
equation to P~. Each I<.~ has a resolution of the identity in terms of "coherent states" e" zE P~, which are 
wavepackets characterized by an invariant extremal property. 

1. INTRODUCTION 

This is the first in a series of papers devoted to a 
phase-space formulation of relativistic quantum me
chanics. In this paper we construct representations of 
the "coherent-state" type for a free massive scalar 
particle. In forthcoming papers we extend the present 
formalism to particles with spin, supply our "phase 
spaces" with natural symplectic structures, and for
mulate a covariant phase-space quantization. The re
sults of this paper were announced in Ref. 1. 

We begin by sketching the coherent-state 
representation. 

In addition to the well-known configuration-space and 
momentum-space representations of quantum mechanics 
for a nonrelativistic particle, there is a class of rep
resentations on spaces of functions over classical 
phase space, 2-7 the most common of which is known as 
the "coherent-state" representation. The simplest such 
representations is constructed as follows: let X_ and P k 

be the position and momentum operators for a particle 
in R" (k = 1, ... ,n) and form the nonnormal operators 
ak =Xk +iPk • These are found to have an overcomplete 
set of eigenvectors e. : ake. =zkee (the bar denotes com
plex conjugation), one for each z =x- iy E C", and each 
e. is a minimum-uncertainty wave packet with (Xk ) =xk 

and (Pk) =Yk' The coherent-state representation is then 
the representation of wavefunctions j by functions j(z) 
'" (ee If). These functions are entire and satisfy 

(1. 1) 

where Iz12= Iz l I2+ ... + Iz"1 2
, d2"z is Lebesgue mea

sure, and the left-hand side denotes the inner product 
of j and g in the given Hilbert space H (say, of functions 
over configuration space). 

In spite of its usefulness and intuitive appeal, the 
coherent-state representation is generally regarded as 
something of a fluke. The formal combinations X k ± iPk , 

on which it is based, cannot be justified in physical 
terms, and the use of non-Hermitian operators as any
thing other than a technical device is regarded with 
suspicion. 

It is one of the aims of this paper to show that rep
resentations similar to the above can in fact spring 
from physical principles, and that the resulting formal
ism can, as above, be interpreted as a phase-space 
representation of the given quantum system. The gen-
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eral argument goes as follows: The positivity of the 
quantum Hamiltonian permits the extension of the one
parameter unitary group exp(- itH) (t real) representing 
dynamics in H to a holomorphic semigroup exp(- irH) 
(r = t - if3, f3 > 0). On a classical level, evolution in com
plex time (were it possible) would result in a complexifi
cation of the configuration space (hence complex space
time). This has a counterpart at the quantum level in 
that wavefunctions evolved in complex time, exp(-irH)j 
= exp(- itH) exp(- f3H)j, may be continued analytically 
from R" (configuration space) to a subset (possible all) of 
e". In particular, if the given system is a free nonrelati
vistic particle, this continuation is even possible at the 
classical level and gives the complexified position z(r) 
= Xo + r(p/m) = (xo + tp/m) - if3p/m, which is a combina
tion of the type x - ip. Hence the complexified space 
can, at every complex "instant" t - if3, be interpreted 
as a classical phase space. Moreover, the set of analy
tically continued solutions carries a representation of 
the quantum dynamiCS on functions over phase space. 

In Sec. 2 we develop this idea for a free scalar non
relativistic particle and arrive at a representation 
which essentially coincides with the usual coherent
state representation. An analogous construction is car
ried out in Sec. 3 for a relativistic free scalar particle 
(with positive mass). The ensuing formalism appears 
to be new and has the general features of the coherent
state representation. The "phase spaces" P~ of Sec. 3 
are products of R" (configuration space) with an n
dimensional hyperboloid (roughly, a mass shell). It is 
shown that in the nonrelativistic limit (c - 00) the for
malism goes over smoothly to the formalism of Sec. 2. 
In Sec. 4 we study the relativistic coherent states e., 
z E P A ::::C". We show that ex_!y is a wavepacket with <Xk) 
=xk and (Pk) =bAYk, where bA is a constant and X k are 
the position operators obtained by Newton and Wignerl1 

by axiomatizing the notion of "localized states". These 
results partly justify calling P A a "phase space." The 
e" are shown to be characterized by an extremal prop
erty which, we suggest, is a covariant substitute for 
minimal uncertainty. 

2. NONRELATIVISTIC PARTICLE 

The wave function of a free, spinless nonrelativistic 
particle in R" evolves under the SchrOdinger equation 

(2.1) 
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The sO'lutiO'ns are given by 

f(x, t) = [exp(- itH)f](x) 

= (211)-" IZ I
R

" exp(- itpz /2m + ix . p)j (p) (['p, (2. 2) 

where j(p) is the FO'urier transfO'rm O'f the initial func
tiO'nf(x, 0) E LZ(R"). NO'W let z =X - iy E C" and let T =t 
- if3 be in the IO'wer half-plane C- (13 > 0). Then 
exp( - iTpz /2m + iz . p) decays rapidly as 1 pi - 00, and 
Eq. (2.2) defines a functiO'n fez, T) .. [exp~(- iTH){](z2' hO'IO'
mO'rphic inD =C"xC-. Let H={J(z, T) If(p) E L (R )} be 
the vectO'r space O'f all such functiO'ns. Then, fO'r each 
13 > 0, the functiO'n fa(z) = fez, - if3) = [exp(- f3H)f](z) is en
tire in C". Let H B be the space O'f all such functiO'ns 
fs(z). On H" define the map exp(- itH) by 

exp(- itH)[exp(- f3H)f] = exp(- f3H)[exp(- itH)f], 

(2.3) 

We shall make Hs intO' a Hilbert space such that t 
- exp(- itH) is a unitary representatiO'n O'f dynamics O'n 

H". 
Thus, letf3>Oandz=x-iYEC". Then 

fs(z) = [exp(- f3H)f](z) 

= (211)-" Iz I
R

" exp(- f3pz /2m + iz . p) j(p) d"p 

0= (e: 1ft, (2.4) 
where 

(e: I p) = (211)"" Iz exp( - (3p2/2m + iz . p) (2.5) 

with FO'urier transfO'rm 

(e: I x') = (211{3/m)-" 12 exp[ - m(z - x')2/2{3]. (2.6) 

The e: are minimum-uncertainty spherical wavepackets 
with (Xk)=Xk, (Pk) = (m/f3)Yk' tlXk =";f3/2m and t:.Pk 
=..; m12{3. They are eigenvectO'rs O'f ak ({3) =Xk +i({3/m)Pk 
with eigenvalue Zk' 

For f"EHs define 

(2.7) 

where 

dilB(Z) = (m/11W /Z exp(- my2/(3) d"x (['y. 

Theorem 1: Let (3 > 0 and !(p) E L 2(R"). Then 

IItlIB = lIiH. 
In particular, 

(2.8) 

(2.9) 

(a) II· II" is a nO'rm O'n H B under which H B is a Hilbert 
space. 

(b) The map exp(- itH) is unitary O'n H fl. 

(c) The map exp(- (3H) is unitary from LZ(R") O'ntO' Hs 
and intertwines the dynamics O'n LZ(R") with the 
dynamics O'n H B. 

Remark: EquatiO'n (2.9) can be PO'larized to' give a re
sO'lutiO'n of the identity: FO'r f, g, in L 2(R"), 

ifl g)B" Ie "if I e!>(e: I g) dils(Z) 

(2.10) 
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Hence f - (e: If) is a "repres entatiO'n" O'f f by an entire 
functiO'n. The cO'nnectiO'n with the cO'herent-s!ate repJe
sentatiO'n is as fO'llO'ws: Set m=f3=1 and letf(z)=1T" 4 

Xexp(zZ/4)fB(Z). Then (2.10) becO'mes 

(2.11) 

sO' that f - j(z) is (essentially) the O'rdinary cO'herent
state representatiO'n [in mO'st O'f the literature, z 
= (x- iy)/I2; the weight functiO'n is then exp(- Iz IZ)]. 

Proof: Let j E S(R"). By (2: 4), fB(X
y

- iy) =gB,,,(X) where 
gB yep) = exp(- {3p2/2m + y . p)f (p) and g denO'tes the in
v~rse FO'urier transfO'rm O'f g. Thus, by Plancherel's 
theO'rem (and Fubini's), 

11tl1~ = (m/11(3)n/2 I exp(- my2/(3) dy 

x J exp(- (3p2/m + 2y· p) Ij(p) IZdp 

= I Ij(p) 12 dp = Iti1l2, 

which prO'ves (2.9) fO'r j E S(R") , hence alsO' fO'r j 
E LZ(R") by cO'ntinuity. (a)-(c) are O'bviO'us. • 

FO'r the definitiO'n O'f intertwining O'peratO'rs, see Ref. 
12. 

3. RELATIVISTIC PARTICLE 

In the last sectiO'n we O'btained unitary maps frO'm 
LZ(R") O'ntO' Hilbert spaces H B where the rO'le O'f {) func
tiO'ns is played by spherical wavepackets e: in L 2(R") 
[H sis cO'ntinuO'usly imbedded in LZ(R") by restricting 
fB(Z) to' R"]. This fO'rmalism is nO'nrelativistic since the 
inner product fO'r LZ(R") is nO't LO'rentz-invariant. In 
this sectiO'n we define cO'variant cO'unterparts O'f the e: and prO've the analO'g O'f TheO'rem 1. We begin with 
the relativistic versiO'n O'f the free-particle Schr<Xlinger 
equatiO'n, namely the Klein-GO'rdO'n equatiO'n (fO'r a free 
scalar particle O'f mass m > 0 in n + 1 space-time 
dimensiO'ns) : 

(-~ ;;Z + a- m z) f(x, t) = O. (3.1) 

The PO'sitivity O'f the energy played an essential rO'le in 
Sec. 2, and will dO' sO' again here. Hence we cO'nfine 
O'urselves to' PO'sitive-energy sO'lutiO'ns. 13 These are 
given by 

f(x) =f(x, x o) = [exp(- ixoH)f](x) 

= (211)-"/2 IRn exp(- ixp)j(p) dn(p), 

where 

Xo =ct, H=+(mZcZ_ a)l/Z, xp=xow-x'P, 

w = (m2c2 + p2)1/Z, dn(p) = d"p / w 

(3.2) 

is the LO'rentz-invariant measure O'n the mass shell,15 
andj(p)/w is the O'rdinary FO'urier transfO'rm O'f the 
initial functiO'nf(x, 0) (cO'nsidered, say, as a tempered 
distributiO'n in Rn). FO'r every j(p) E L 2(n), i. e., with 

(3.3) 

the cO'rresPO'nding sO'lutiO'n f(x) is the bO'undary value O'f 
a functiO'nf(z) hO'IO'mO'rphic in the forward tube14 ,15 
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T =R"+l_iV+={z=x_iylxER"+l, YE V+}, 

where V+ ={y = (Yo, y) E R"+llyo > [yl} is the open forward 
light cone in R"+l. This is because I exp( - izp) I 
= I exp(- izow +iz· p) 1= exp(- Yow +y. p) =exp(- yp) 
< exp[ - (y 0 - I y I ) I p 11; hence I exp( - izp) I decays rapidly 
as Ip I - 00 for fixed z =x - iy E T. T will replace the 
domain D = e" x e- of Sec. 2, and is strictly contained 
inD. Thus, for z E T, 

f(z) = (2lTt"12 J
R

" exp(- izP)j (p) dn(p) 

=(e.lf), 

where 

(e.lp) = (2lT)-"12 exp(- izp) 

(3.4) 

(3.5) 

and (e. I f) denotes the inner product in L 2(n). The vec
tors e. are in L 2{n), since for z, WE T, 

(e.1 ew) = (2lT)-" J
R

" exp[ - i(z - w)p] dn(p) 

= (2/i)c.+(z - w) 
= (1/1T)(me/2lT7)"Kv(7)me), (3.6) 

where c.+ is the familiar two-point function for the free 
scalar field of mass m, 14 7) = [_ (z - W)2]1 12= [ - (z 0 - Wo)2 
+ L:1'(Zk - Wk)2]1 12 is uniquely defined by analytic conti
nuation from 7) = [- (z - z)2]1 12 = 2{y~ _ y2)1 12 when z = W 

= x - iy E T, Kv is a modified Bessel function, 1& and 
throughout the rest of this paper we set II = (n - 1)/2. 
The analog of the space H of holomorphic solutions 
f(z, T) inD is the space I< =(t(z) If E L 2(n)} of functions 
defined by (3.4). Recall now thatHa was obtained from 
H by restricting functions f EH to the "phase space" 
p:R ={ (z, _ i{3) I z E e"} := e". This set is, however, not 
contained in T. To obtain a relativistic phase space we 
reason as follows: D can be obtained (roughly) as a de
formation of T by letting e - 00 while fixing T =zo/e. A 
set in T which goes into p:R under this "deformation" 
is 

(3.7) 

with X={3e > O. We will show that p~ is a suitable phase 
space. For X=O Eq. (3.7) defines Po as a subset of the 
boundary of T. 

The sets p~ are clearly not invariant under Lorentz 
transformations. To make the formalism manifestly 
Poincare-covariant, we will also need the sets 

P{={(z, Xo - i(X2 + y2)1 12) I z =x- iy E e", XoE R}. 

(3.8) 
Every functionf(z) EI<. defines a "boundary value" 

function on P~ (and by restriction also on Po) as follows: 
for z = (x - iy, Xo - i Iy I) E P~, 

f(z) =fo(x- iy, xo) 

= «l/w) exp(- I y I w +y' p - ixow)j(p» ¥(x) (3.9) 

[see (3.4)]. It follows from (3.9) that, for fixed y E R" 
and XoE R, fo is in L2(Rn) as a function of x. [Actually, 
as we shall see, foE L 2(e") in x-iy andf-fo in L 2(e") 
as X- 0.] Thus f(z) makes sense even when z EP~ 
(though its pointwise values no longer have meaning). 

Given X ~ 0 and f E 1<., define 
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where 

dJ.L~(z) = e~d"x d"y, z = (x - iy, zo) E p~ 

with 

(3.10) 

(3. 11) 

e~=[(2/lT)(7TVme)V+IKv+1(2Ame»)-\ A>O, (3.12) 

and eo=lim~_oe~=(me)n+1/lTvr(lI+l). e~ is a continuous, 
monotone increasing function of A on [0, 00), with 

e~ - me(me/lTA)"12 exp(2Ame) as Ame - 00. (3.13) 

These facts, and others needed later, follow from cer
tain properties of the K v , 16 which we summarize in Ap
pendix A. We may regard d J.L~ either as a measure on 
p~ or as a measure on en. In the latter interpretation 
(which will also be useful) we write (3.10) as 

(3.14) 

where A(z) =f(z, - i(A2 +y2)1 12) is the restriction of f EK 
to P~. Let I<.~ ={j~(z) IfE K} be the space of all such re
strictions (boundary values, if A = 0) and denote the map 
j(p) - f~(z) from L2(n) onto /\~ by D~. Similarly let K~ 
be the space of restrictions f~(x, y) =f(x- iy, Xo _ i(X2 
+y2)1/2) to P{ and denote the corresponding map by D{ 
Since each f~(x, y) E K { satisfies (3.1) in x E R"+t, K~ is 
Simply the space of solutions with initial values in K x. 

Notice that (3.14) is defined for f~ EK { as well as for 
f~EK~. 

Now L2(n) carries a unitary, irreducible representa
tion of the restricted Poincare group P;, 14 given by 

(U(a, A)f)(p) = exp(iap)!(A-1p) , (3. 15) 

where (a, A) E P! acts on space-time according to 

(a, A)x =Ax + a, x E R"+l. (3.16) 

In (3.15) p = (p, w) denotes a point on the mass shell (a 
homogeneous space for the Lorentz group) rather than 
the corresponding momentum vector p. The represen
tation (3.15) defines a corresponding representation on 
K given by 

(fJ(a, A)j)(z) =f(A-1(z - a» (3.17) 

(where we have extended the action of P! to T by lin
earity). Now p{ is a homogeneous space of P! [in fact, 
p{ := P!/SO(n) since the stability subgroup at, say, 
(0, - iX) is SO(n)]. Hence (3.17) gives a representation 
U{ on K~ by restriction (taking boundary values, if X 
= 0). Since extension sets up a one-one correspondence 
between K A and K~ we also have a representation UA on 
K x, but this one is less direct since P~ is not invariant 
under P!. 

The next theorem, which is our first main result, 
shows that U, Ux, and U~ are all unitarily equivalent. 

Theorem 2: Let X~OandjEL2(n). Then 

(3.18) 

In particular, 

(a) II'II~ is a norm on K~ (J<~~ under which KA f.l<D is 
Hilbert space. 
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(b) U~ (U{) is a unitary irreducible representation of 
P: onK~ (IG). 

(c) Dl (DD is unitary from L 2(0) onto I<A Cl<D and inter
twines the representations U and UA (uD of P:. 

Proof: The proof is completely parallel to that of 
Theorem 1. Let i E S(R") and note that 

fez) = (217t"/2 k" exp(- ixoW + ix' p - yp)j(p) tf'p/w 

(3.19) 

Hence 

11t11~ = CAJ tf'y J tf'x If(x - iy, - i(A2 + y2)1/2) I 2 

=CA J tf'y J tf'pl (l/w) exp[- (A2 + yZ)l 12w +y .p] 

xi(p) 12 

= cAJ tf'p[ Ihp) 12 /w2] J d"y exp[ _ 2(A2 + y2)1/2W 

+ 2y .p] 

= J (tf'p/w) li(p) I 2 = Ili1l2, 

where we have used (A6) with (¥ = O. This proves (3.18) 
for I ES(R"), hence for IE L2(0) by continuity. (a) and 
(b) are obvious, and the intertwining property follows 
from 

(D{U(a, A)!)(z) = (D{(exp(iap)f(A -lp»)(Z) 

= (217t" 12 J exp(- izp + iap)j(A -lp)dO(P) 

= (217t"/2 J exp[ - i(z - a)Ap'] 

xl (P') dO(Ap') 

= (217t" 12 J exp[-i(A-1(z_a»p'] 

xj(p') dO(P') 

=f(A-1(z - a» = (U{DU)(z), z E P~, 

where we have used the invariance of dO(P). 

The norm II • IIA on I<A and I<~ defines an inner product 
(. I . h on these spaces by polarization. As an immedi
ate consequence of Theorem 2 we have 

Corollary 1: Let A ~ 0 and j, gEL 2(0). Then 

Ulgh=;;'~ Ule.)(ezlg)dMA(Z) 

• 

=Ulg)L2(O)' (3.20) 

In particular, taking I = ew (w En, we obtain 

g{w) = (ew Ig) = .kA (ew I ez)(e.1 g) dMA(Z) 

= 1. (ew 1 e.)g(z) dMA(Z), 
PA 

(3.21) 

Equation (3.21), restricted to WE P A, states that 
(ew 1 e.) is a (hence the) reproducing kernel17 for K A. 

In the sequel we will sometimes identify the spaces 
L 2(0), 1<, I< A, and I<{ (as Theorem 2 permits us to do). 
Thus f could stand for j{p) or f(z) as an element of 
1<, 1<", or I<{. We will also set c = 1 except in consider
ations involving the nonrelativistic limit. 
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We can now make precise the sense in which a func
tion f E I< takes on its boundary value on Po· 

Corollary 2: (a) Eachl<A is~a closed subspace of 
L 2(C"). (b) Let 0"" A < A' and f E LZ(O). Then 

IltA' - fAIILz(c") - 0 as A' + A. 

Proof: (a) follows from (3. 18), and (b) follows essen
tially from the proof of Theorem 2: 

x (exp[- (A2+yZ)1/Zw] 

_ exp[ _ (A'Z + y2)1/2W ])2 exp(2y . p) 

where 

J = J dy exp{ _ [(A2 +y2)1/2 + (A'Z + y2)1/Z]w + 2y' p}. 

But w/Cv "" J "" w/C A; hence 

Iltv -fAllfz(c") "" (Ci1 _ C;:~)ltillz, 

which implies (b). • 

We conclude this section by showing that the e.
representation on J<A is indeed a relativistic version of 
the e~- representation on H s· F or given i3 > 0, define 

fr(x-iy) 

= exp(- myZ /2/3)(exp(- /3p2/2m + y . p)!(p» (x) 

(3.22) 

Theorem 3: Let i3 > 0 and j(p) E LZ(R"). Thenfr(z) 
E L 2(C") and 

where f Ilc is the function in I<Bc corresponding to I 
E L2(R") C L2(G). The proof is given as Appendix B. 

4. THE WAVEPACKETS ez 

In this section we study the "relativistic coherent 
states" ez. We show that they are centered about x 
= Re(z), travel with average momentum proportional to 
y, and are characterized by a property which is a co
variant analog of minimal uncertainty. 

To compute the position of the center of e., we need 
position operators. It was shown by Newton and Wignerll 

that certain group-theoretical postulates about (ideal
ized) "localized states" -e. g., that any space translate 
of a localized state be "orthogonal" to the state18_ 
uniquely determine a set of self-adjoint operators [here 
given on L 2(0)] 

(4.1) 

whose (generalized) eigenvectors are the localized 
states. (The notion of being localized in this sense, how
ever, depends on the frame of reference.) In a later 
paper, dealing with quantization, we will show that the 
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operators (4.1) can also be obtained naturally from the 
formalism of Sec. 3. For the purpose of this section, 
we simply adopt (4.1) as the definition of position 
operators. 

We begin by computing the expectation of X~ in e,: 

(e,IX,e,) = f ~ (e,lp)i (a;~ -~) (P Ie,) 

=fd (e,IP)i_a (PIe,») P---rw- apk ~ 

-R fdP(e.t'IP).~ ( _t/zexP(iZP») 
- e --:;rw-t op~ \w (27T)nI2 

=x~(e.1 e,). 
Thus 

(Xk) =xk ==Re(z~). 

To find the expectation of P"" let 

C(m, y) = JRn exp(- 2yp) dn(p) = 2(7Tm/;\.)YKv(2 Am) 

= a(m)cp-vKv(cp) = b(y)cpvKv(cp), 

(4.2) 

(4.3) 

where a(m)=2(2mZ7T)V, b(y)=2(2 A2/7Ttv, cp=2Am, and 
A= A(y) == (y",y",)t /z with all the Yo< considered as indepen
dent variables. C(m, y) will be a "partition function" 
(as in statistical mechanics) for generating expecta
tions. Thus, using (A2), 

( 1 ac J POI exp(- 2yp) dn(p) = -"2 ay", 

hence 

= _ 2mZy",a(m)1;- (cp-vKv(Cp» 
cpucp 

= 2mZy" a(m)cp-V-1Kv_1 (cp); 

(P 
1 ac KV+1 (2Am) m 

"')=-2caya= Kv(2 Am) .~y", 

in the state e, (z = x - iy). Similarly, 

( 1 a~ J PaPS exp(- 2yp) dn(p) = 4 Clya ay8 

giving 

= 4m4y"ysa(m)cp-v-zKv+z(cp) 

- mZgasa(m)cp-v-1Kv+1(CP), 

< ) Kv+z(2Am) m Z 

PaPS Kv(2 Am) '~YaYs 

Kv+1(2Am) m 
- Kv(2Am) 2 Ag<><B' 

(4.4) 

(4.5) 

Equations (4.4) and (4.5) give the expected momenta 
and their correlation matrix 

(4.6) 

To gain a rough idea of the behavior of (Pa) and CIlls, 
we consider the limiting cases Am - co. From (A3) and 
(A4) we obtain 

(4.7) 
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(4.8) 

Hence the uncertainties in energy and momentum obey 

n - 1 (1 yZ) 0 ~ n m yZ 
2T "2+~ -COO-~+2A~' (4.9) 

(4. 10) 

Finally, we need an estimate on the uncertainty in posi
tion: At Xo = 0, 

(P I (Xk - xk)e,) = [i(Cl~k -~ - Xk) (27T)-n/z 

xexp(- Yow +y' P - ix' p) 

=i(Yk-YO~-~) (pIe,); 

hence 

«Xk - Xk)~ = C-1 ![Yk -y/~ (1 + 2Y~~.)) 2 

xexp(- 2yp) dn(p). (4.11) 

The integral is difficult to evaluate, and we merely de
rive an upper bound in the rest frame. Setting y = 0 and 
yo= A, 

«Xk - Xk)Z) = AZC-1!!j (1 + 2Y~W) 2 exp(- 2AW) dn(p) 

~ AZC-1 f (1 + 2Y~W 2 exp(- 2AW) dn(p) 

= AZ + AC-1 f (~ + 4;WZ) exp(- 2AW) dn(p). 

Now 

1 ac f(l 1) - ----= - + ~ exp(- 2AW) dn(p), 
2Am am W 2AW 

hence 

« )2 2 1 ac 
Xk-Xk ) ~ A -----

2mCam 

= AZ _ 2A2b(y).l ~( vK ( » 
C cp acp cp v cp 

_A2+2A2b(Y)mV-1K (m) - C"T' v_1 "T' • 

The pOSition uncertainty therefore satisfies 

« )z 2 A Kv-l (2Am) . 
Xk-Xk )~ A + m Kv(2Am) ' 

hence 

«Xk - Xk)Z) ~ [II /(11 - 1) ]A2 as Am - 0, 

(4.12) 

(4.13) 

(4.13 ') 

For II == (n - 1)/2 = 1 (which is in fact the physical case), 
(4.13) must be replaced with 
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«X~ - x~)Z) -:. >..2 _ 2A2 ln(2)''m) as >"m - O. (4. 13/~ 

Thus AXt-O when >"-0. 

We can now draw consequences from the above com
putations. Equations (4.2) and (4.4) confirm that ex_h 
is a wavepacket centered about x with expected energy
momentum proportional to (Yo, y). Note that 

«P )(pat»1/2_mK"+1(2Am) =m > m (4.14) 
at - K"(2)''m) A' 

We shall call ml the "effective mass" for the particle 
in Pl. The factor K.,+l/K" represents a kind of renormal
ization which takes into effect the fluctuations in energy
momentum. mA has the asymptotic behavior 

(4. 15) 

Equations (4.7)-(4.10), (4.13), and (4.15) show the 
following pattern: When >..m - 0, the expectations and 
uncertainties of physical observables in the state e. be
come independent of the mass. Thus, roughly, when 
>..- 0 (i. e., z approaches the boundary of n, analyticity 
fails and fluctuations take over. On the other hand, we 
have seen that >..m = Ame = (3mc2 - 00 gives a smooth tran
sition to the nonrelativistic formalism (Theorem 3). 
Thus we expect \Pk) - mYk/(3 = mYk/>", ekk - m/2(3 = m/2>.., 
and «Xk - x~)Z) - (l/2m = >../2m. The first two are born 
out by (4.7) and (4.10). Equation (4.13'), though con
sistent with this expectation, shows that in obtaining 
the estimate (4.12) we gave up too much ground. 

The nonrelativistic wavepackets e: have the attrac
tive feature of being minimum-uncertainty states. So 
far we have not shown that the ez have a similar prop
erty. Now uncertainty products do not seem to be 
natural measure of the optimality of relativistic states. 
The position operators Xl> are not covariant, 11 and fur
thermore it is not obvious how to define an invariant 
counterpart to the uncertainty product. We conclude by 
proving that the e. are characterized by a simple, in
variant property which we propose as an adequate sub
stitute for minimal uncertainty. For z E: T let 

e.(w) == (ew I e.) /lle.ll, WE: To 
Theorem 4: Let Z E: T. Then e. is the unique (up to a 

constant phase factor) solution to the following problem: 
Find f E: K such that IIfll == 1 and If(z) I is a maximum. 

Proof: We have 

I (e. If) I <!; lIe.lllltll, 

and equality holds if and only if f is a constant multiple 
of el!' • 

Remark: Theorem 4 can be restated as a variational 
principle19: e.(w) =(ew le.)/lle.1I 2 is the unique function 
fin K such thatf(z) == 1 and Ilfll is a minimum. The 
above form seems to be more appropriate for quantum 
mechanics. See also Ref. 20. 

5. CONCLUSION 

We have developed a formalism analogous to that of 
the coherent-state representation. By this analogy we 
have called P), a "phase space." We then showed that, 
at least so far as the e. are concerned, P), is indeed a 
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space parametrized by coordinates and momenta. Now 
in the classical notion of phase space, a central role 
is played by Poisson brackets and canonical transforma
tions, i. e., by symplectic structure. 21,22 These geom
etrical aspects will be dealt with in a later paper, where 
the present formalism will be given a geometrical 
foundation and made manifestly covariant. 
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APPENDIX A 

We collect here some properties of the modified 
Bessel functions K" and evaluate some integrals needed 
in Secs. 3 and 4. 

The functions K"(~) are defined16 for Rell > - t and 
Re~>Oby 

K (~) - J1r( V2)" (0 ~ exp( - ~ cosht) sinh2"t dt. (A 1) 
" - r(1I +!) Jo 

They satisfy 

(_ ~:~) m (~"K,,(~» == ~"-mK"_mW, 
(A2) 

for m==l, 2,'" and 

K"W -tr(II)(V2)-", ~ - 0 (II * 0), 

KoW --In(~/2), ~-O, (A3) 

KvW-~ e-l , ~_+oo. 

In Sec. 4 we use 

(A4) 

To evaluate 

>.. = (y~ _ y2)1 12 > 0, 

note that I is Lorentz-invariant; hence 

I(yo, y) ==I(>.., 0) == in (1 ::Z)172 exp[ - 2A(1 + p2)1 12] 

21Tn/2 (~ r"-l dr 
==r(n/2) 10 (1 +?)1/zexp[-2>..(1 +r)1/2] 

21Tn/2 (~ 
== r(n/2) } 0 sinhn-1t exp(- 2>" cosht) dt 

==2(~r K"(2)'') , lI=n; 1. (A5) 

Consequently, using (A2), 
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in (1 ::2)112 P'" exp[- 2Yo(1 +pZ)l Iz + 2y. p] 

1 iJ 
= -"2 oy'" l{yo, y) 

=4y", (- 21AiJ(~A») [(~r Kv (2 A)] 

2 (rr)V+l =;Y'" X Kv +l (2 A), 

where Po = (1 + pZ)l IZ. 

APPENDIX B. PROOF OF THEOREM 3 

We can set m=j3=l without loss. Note 

Hence by (2.8) and (2.9), 

IlfrR Iliz(cn) = rr" 1 zIlf1NR II H1 = rr" 1 zl[iIILz(Rn) < 00. 

Note also 

Now 

.;: rrn/zclljlli2(o)[1 +O(c-2)] 

.;: rrn/zllflliz(R")[1 +O(c-Z)]. 

Ch90se 0', Y such that ~ < Y < 0' < 1. Then J I pi >c1-", dp 
X Ij(p)1 2-0 as c_ oo; hence 

J1 = ~PI>c1-'" dp Ij(p) 12 JR" dy 

x{(c/w) exp(c2 - yp) - exp[ - t(p - y)zJP 

.;: 4rr"/ ZIIXcjlliz(R") - 0 as c - 00, 

(A 6) 

where Xc(p) is the characteristic function of {I pi> c1
-",}. 

Define e and cp by Iyl =csinhe, Ipl =csinhcp. Then 
Yo = (CZ - yZ)1 Iz = c coshe and w = c coshcp; hence yp 
= Yow - y. p ~ CZ cosh(e - cp) ~ CZ + (CZ /2)(8 _ cp)z. Thus for 
arbitrary a ~ 0, 

Ga(p) = 1 (Z) lyl>CSIDhadyexp 2c - 2yp 

Let a = sinh-1 (c-r ). Then, for 1 p 1 < c1-", , 
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c(a - cp) - n/2c ~ c[sinh-1(c-r) - sinh-1(c-"')] - n/2c 

=g(c). 

g(c) is independent of p and g(c) -c1•r, C - 00. Also, Ip 1 
< c1_", => cp < c·"'. Hence 

Now 

2cZ _ 2yp = yZ + pZ _ 2yp = {y _ p)Z 

={yo- w)Z_ (y_ p)Z 

~ _ (y _ p)z. 

Hence 

and 

~PI <c1-", dp Ij(p) IZ J 1.I>c1-rdy{(c/ w) exp(cZ - yp) 

-exp[-~{y-p)Z]p';:4Jz-O as c- oo • 

Finally, 

J a = ~I>I <c1-", dp Ij(p) IZ ~.I <c1-r dy{(c/ w) exp(cZ - yp) 

- exp[ - ~(y - p)zJP 

= ~PI<c1-'" dplf(p) IZ ~.1<c1-r dy exp[- (y _ p)2] 

x [(c/w) exp(cZoz/2) _l]Z, 

where 

We have used the estimate 

1 (1 +UZ)1/Z_ (1 +VZ)1/ZI 

=1 [v(1:~:)1/21.;: 11vXdxl =~Ivz_uzi. 
Hence for sufficiently large c and 1 p 1 < c1

-"" 

[(c/w) exp(cZoz/2) _l]Z 

.;: exp(cZoZ) + 1- (2c/w) exp(cZoz/2) 

.;: (1 + 2cZo2) + 1 _ 2(1 _ pZ /2cZ) exp(cZoZ /2) 

.;: 2[1- exp(c202 /2)] + 2c2oZ + c-z'" exp(c2oz/2) 

"" 2czoz + c-ZOI (1 + CZo2
) 

=h(c)-O as c_ oo • 

Thus 
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which proves that J - 0 as c - 00, • 

*This work is part of the author's Ph.D, thesis (submitted to 
the University of Toronto, 1977). 
lG. Kaiser, "Relativistic Coherent-State Representations," 
in Proceedings of the Fifth International Colloquim on 
Group Theoretical Methods in Physics, Montreal, 1976 
(Academic, New York) (to be published). 

2E.P. Wigner, Phys. Rev. 40,749 (1932). 
3J. E. Moyal, Proc. Cambridge Phil. Soc. 45, 99 (1945). 
4J. R. Klauder, Ann. Phys. (N. Y.) 11, 123 (1960). 
5V. Bargmann, Commun. Pure Appl. Math. 14, 187 (I961). 
61. E. Segal, Illinois J. Math. 6, 500 (1962). 
7A. Grossmann, G. Loupias, and E. M. Stein, Ann. Inst. 
Fourier 18, 343 (1968). 

BFor other representations of the "coherent-state" type, 
see Refs. 9, 10. 

9A.a. Barut and L. Girardello, Commun. Math. Phys. 21, 
41 (1971). 

lOA. M. Perelomov, Commun. Math. Phys. 26, 222 (1972). 

959 J. Math. Phys., Vol. 18, No.5, May 1977 

l1T.D. Newton and E.P. Wigner, Rev. Mod. Phys. 21,400 
(1949). 

121. M. Gel'fand, M.1. Graev, and N. Ya. VUenkin, Generalized 
Functions, Vol. 5 (Academic, New York, 1966). 

13The definiteness of the energy is necessary in order that our 
representation of P! be irreducible; choosing it to be positive 
is also in the spirit of quantum field theory. where solutions 
of (3.1) enter as one-particle test functions for the field. 
(See Ref. 14.) 

14R. F. Streater and A. S. Wightman, PCT, Spin and Statistics 
and All That (Benjamin, New York, 1964). 

16M. Reed and B. Simon, Methods of Modern Mathematical 
Physics, Vol. 2 (Academic, New York, 1975). 

16M. Abramowitz and I. A. Stegun, Handbook of Mathematical 
FUllctions (Nat!. Bureau of Standards, Washington, D. C. , 
1964). 

lTH. Meschkowski, Hilbertsche Riiume mit Kernfunktion 
(Springer-Verlag, Berlin, 1962). 

18For a more rigorous treatment, see A. S. Wightman, Rev. 
Mod. Phys. 34, 845 (1962). 

ISs. Bergman, The Kernel Function and Conformal Mapping 
(Amer. Math. Soc. , PrOVidence, R. I., 1970), 2nd ed. 

2oJ.R. Klauder, J. Math. Phys. 5, 177 (1964). 
21S. Mac Lane , Geometrical Mechanics I, II, Univ. of Chicago 

lecture notes, 1968. 
22R. Abraham and J.E. Marsden, Foundations of Mechanics 

(Benjamin, New York, 1967). 

Geral d Kaiser 959 



                                                                                                                                    

Curvature invariants and space-time singularities 
John A. Thorpe* 

Mathematics Department. State University of New York, Stony Brook. New York 
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This paper collects together in a general setting observer dependent curvature invariants for space-time 
and applies them to an analysis of curvature singularities. Observer dependent quantities, such as energy 
and momentum densities and tidal stresses, are dependent not only on the spare-time point but also on 
the observer's 4.velocity. The properties of these invariants are discussed, and it is shown that they 
completely describe the behavior of curvature along timelike curves. In particular, curvature singularities 
can be characterized by unboundedness of these invariants. 

1. INTRODUCTION 

One of the major difficulties one encounters in deal
ing with the curvature of space-time is that of de
scribing in a meaningful way the size of the curvature. 
The components R/ikl of the Riemann tensor in a sys
tem of local coordinates are useless for this purpose 
because unless the Riemann tensor is very special 
(constant curvature), its components may be made ar
bitrarily large simply by an appropriate chOice of co
ordinates. The scalar polynomial invariants of curva
tUre are of some use in measuring the size of curvature 
since the values of these invariants are coordinate in
dependent. But, as is well known, there exist Riemann 
tensors all of whose scalar polynomial invariants vanish 
but which are nevertheless not zero. 

From the point of view of an observer in space-time, 
what really matters are those quantities which can be 
felt and measured such as tidal forces and energy den
sity. These quantities are observer dependent. Two dif
ferent observers sitting at the same point of space
time will measure different tidal forces and energy 
densities because these quantities depend not only on 
the point in space-time but also on the 4-velocity of 
the observer. 

In this paper we shall study a collection of observer
dependent curvature invariants. These invariants are 
scalar functions on the bundle of unit time like tangent 
vectors rather than on space-time itself. Some of 
these invariants have direct interpretations in terms of 
tidal effects, spatial curvature, and energy and mo
mentum densities. Others are related to the matter and 
conformal parts of the Riemann tensor. Using these 
invariants, it is possible to deal meaningfully with 
questions relating to the size of curvature and its growth 
along timelike curves. In particular, curvature sin
gularities can be characterized by unboundedness of 
these invariants. 

Currently the most satisfactory formulation of the con
cept of curvature singularity is by way of parallelly 
propagated frames. 1 Curvature is said to be unbounded 
along a timelike curve y if some component of the 
Riemann tensor relative to a parallel frame field along 
'Y is unbounded. If curvature "blows up" in this sense in 
finite proper time, the curve 'Y is said to run into a pa
rallelly propagated curvature singularity. A refinement 
of this ideaz says that curvature is unbounded along Y 
if relative to every orthonormal frame field along 'Y 
there is some component of the Riemann tensor which 
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is unbounded. The key idea in both of these formulations 
is that the growth of curvature along a timelike curve y 

can be measured by curvature components in suitable 
orthonormal frame fields along y. Viewed another way, 
curvature components can be regarded as scalar func
tions on the orthonormal frame bundle and the growth 
of curvature along a timelike curve y can be measured 
by the growth of these scalar functions along suitable 
lifts of y to this frame bundle. 

Our approach to curvature Singularities is Similar, 
but does not require introducing orthonormal frame 
fields. Each timelike curve y parametrized by proper 
time has a natural lift, defined by its velocity vector 
field, to the bundle of unit timelike vectors. By identi
fying y with its natural lift, observer dependent quan
tities can be regarded as defined along 'Y. Hence we can 
measure the growth of curvature along timelike curves 
by means of observer dependent invariants. We shall 
show that a timelike curve of bounded acceleration runs 
into a parallelly propagated curvature Singularity if and 
only if some observer dependent curvature invariant 
is unbounded along y. Furthermore, the singularity can 
be classified as tidal, matter, conformal, etc.) depend
ing on which invariants are unbounded, 

Some of the invariants constructed here for unit time
like vectors are also defined on null vectors. We shall 
show that unless all these invariants vanish along the 
limit set of an imprisoned timelike curve, such a curve 
(when it exists) must run into a curvature singularity. 

2. INVARIANTS 

Let M be a space-time. Thus M is a four-dimension
al manifold with metric tensor g of signature (-+++). 
We shall assume for convenience that M is oriented and 
time oriented. An observer ("instantaneous observer" 
in the terminology of Sachs and Wu3

) is a unit timelike 
tangent vector v at some point p of M. Attached to each 
observer is a rest space vL 

conSisting of all tangent 
vectors at p which are orthogonal to v. Thus each ob
server v at P determines a 3 + 1 orthogonal decomposi
tion of the tangent space Mp to M at p into a spacelike 
3-plane (v~) and a timelike line (aU multiples of v). 

We shall construct from the Riemann tensor a collec
tion of self~adjoint linear operators on the rest space 
v", whose eigenvalues we shall call prinCipal curvatures. 
The idea is to combine the invariant decomposition of the 
Riemann tensor with the 3 + 1 decomposition of the tan
gent space attached to our observer to obtain linear 
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operators which are self-adjoint and hence diagonaliz-
l. 

able relative to the positive definite inner product on v . 

The invariants constructed here are essentially known 
in special contexts. A 3 + 1 decomposition of the tangent 
space occurs naturally in general relativity in two situa
tions: (i) fluid flow, where the observer at each point is 
the 4-velocity of the flUid, and (it) slicing of the space
time by a family of spacelike hypersurfaces, where the 
observer at each point is the future timelike unit vector 
orthogonal to the sliCing. Our interest here is in study
ing the behavior of these invariants along arbitrary time
like curves, parametrized by proper time, where the 
observer at each pOint of the curve is the tangent vector 
to the curve. 

The construction is as follows. Given any tensor 
LiJkl with the symmetries of the Riemann tensor (LlJkl 

= - LHkl = - LWk = Lk/ij) we can construct, using a given 
observer v, the symmetric 2-covariant tensor LIJ 

= LlkJlVkV
I

• Since L1Jv
J = LHv

J = 0, we may, without any 
loss of information, view L 1J as a tensor on v~. Since 
v1. is spacelike, the metric on v1. is positive definite so 
the tensor LIJ can be diagonalized. Thus there exists 
an orthonormal basis {elJ ea, ea} for v1. and real numbers 
{At, >ta, As} such that, relative to this baSiS, LIJ = Alo lJ • 

The AI are the eigenvalues of the self-adjoint linear 
operator L j J = gjlt L ltj on v 1.. We shall always order the 
AI so that Al ..;: A~";: As. 

We shall apply this construction to five tensors. 

(1) The Riemann tensor. Taking LOkI =RIJkl , we obtain 
the symmetric tensor LIJ = RIWVltVI which is the tidal 
stress, or tidal force, 1 as seen by the observer v. We 
shall denote the corresponding eigenvalues by {7"1, 7" a, 7"s} 

and call them the principal tidal curvatures (as mea
sured by v). 7"1 and 7"3 represent, respectively, the mi
nimum and maximum values of tidal stress as measured 
by the observer v. Geometrically, the 7"j represent 
(up to sign) the critical values of Riemannian sectional 
curvature, 4 a function with domain the manifold of non
null 2-planes at p, restricted to the (compact) set of 
timelike 2-planes containing v. 

(2) The double dual of the Riemann tensor. Taking 
LIJltl = t£IJm"RmMr forkl, we find that the associated tensor 
LiJ has components, relative to any orthonormal basis 
with eo = v, which are simply the spatial components 
RIJkl (i,j, k, I > 0) of the Riemann tensor. The associated 
eigenvalues will be denoted by {K1, Ka, Ks} and will be 
called the principal spatial curvatures. Geometrically, 
the Kj represent the critical values of Riemannian sec
tional curvature, restricted to the (compact) set of 
spacelike 2-planes orthogonal to v. 

(3) The Weyl tensor. Taking LIJkl =CIJkl ' we find that 
the associated tensor L jJ is the electric part of the Weyl 
tensor. 5 The associated eigenvalues will be denoted by 
{£1o £a, £s} and will be called the principal conformal 
electric curvatures. 

(4) The dual of the Weyl tensor. Taking Llikl 

= hIJ"",c",nk/J the associated tensor LIJ is the magnetic 
part of the Wey I tensor. 5 The associated eigenvalues 
{J.l.1o J.l.a, J.l.s} will be called the principal conformal mag
netic curvatures. 
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(5) The Ricci part of the Riemann tensor. Taking 
LOkI =RIJkl - C lilfl ' we obtain the part of the Riemann 
tensor which is determined algebraically, through the 
field equations, by the energy-momentum tensor. The 
associated tensor Lu is a linear combination of the 
spatial parts of the Ricci tensor RI/ and the metric ten
sor giJ and hence has the same eigendirections as the 
spatial part of the Ricci tensor. The associated eigen
values {~, 02' os} will be called the principal matter 
curvatures. 

The principal curvatures are continuous real valued 
functions on the bundle 0 of unit timelike vectors over 
M. They are invariants in the sense that they are con
stant under the action of the orthogonal group 0{3) 
(SO(3) for the conformal magnetic curvatures) repre
sented as the subgroup of the Lorentz group at p leaving 
the observer v fixed. 

These curvatures have the following properties. 

(1) If the principal tidal curvatures are identically 
zero onO, then M has zero curvature. Indeed, if 7"1 

= T S = 0, then the minimum and maximum values of sec
tional curvature on 2-planes containing v are both zero 
for all v EO. It follows that sectional curvature is identi
cally zero on the set of all timelike 2-planes, hence on 
all 2-planes. This then implies that Ruu = O. 

(ii) The mean tidal curvature is equal to the value of 
Ricci curvature on the observer v, 

7"1 +7"2+7"s=Rjjv1vJ
, 

and the mean spatial curvature Kl + K2 + Ka is equal to 
the energy density as measured by v (assuming the 
Einstein equations with cosmological constant equal to 
zero). 

Verification of the first statement is straightforward, 
using an orthonormal basis with en=v and {el, e z, e3} in 
the principal tidal directions. To check the second, 
choose eu=v and {e1, e2" es} in the principal spatial di
rections. Then the energy density as measured by v 
is given by 

T iJ(R 1 )1' IJV V == IJ - -zpgij v v 

= RIt /kJV lvi + tiJ Rk IltJ 

=Rk
OkO + 6 IIIRkllt1 

1<1.! 
3 

= ~ Rklkl:=~ Kj • 

O<I<1.! 1=1 

Here, TjJ denotes the energy-momentum tensor and 
p denotes scalar curvature. 

(iii) The principal tidal curvatures and the principal 
spatial curvatures are, in general, independent invari
ants. However, for vacuum solutions of the Einstein 
equations, the prinCipal spatial curvatures are the nega
tives of the principal tidal curvatures. This is because, 
when R jJ == 0, RIJkI =:: C IJkl so that the Riemann tensor is 
the negative of its double dual. 6,7 Also, in a vacuum, 
the principal tidal directions in v1. coincide with the prin
cipal spatial directions, for each v in O. 

(iv) The components of the Riemann tensor relative 
to an orthonormal basiS {eo, el , ea, es} for Mp (eo time
like) can be conveniently displayed in a 6 x 6 matrix 
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[ROle], where a and {3 run through the set of index pairs 
{01, 02, 03, 23, 31, 12}. [ROle] is then just the matrix for 
the Riemann tensor regarded as a quadratic form on the 
space of bivectors at p. This matrix splits naturally 
into 3 x 3 blocks 

[R",e]=[All A1~, 
A21 AzzJ 

where Au and A22 are symmetric matrices and A21 is 
the transpose of Ala- The matrices Au, A 2Z, and the 
symmetric part of Ala represent, respectively, the 
tidal, the spatial, and the conformal magnetic parts of 
curvature, While the Skew-symmetric part of A lZ rep
resents (up to a factor of 2) momentum density, all as 
seen by the observer eo. The matter and conformal 
electric parts of curvature are represented by linear 
combinations i(Au ±Azz) ±·Htr(A11 -A2Z )]I of All, AZ2' 

and the identity matrix I. 

Choosing the orthonormal basis {eo, el> ez, e3} so that 
the spacelike vectors el> ez, e3 are in principal curva
ture directions forces certain curvature components 
to be zero. Thus, for example, chOOSing el> ez, e3 to be 
in the principal tidal directions diagonalizes All' 
Choosing el> ez, es in the prinCipal spatial directions 
diagonalizes A Z2 ' In a vacuum, Au and Azz are simul
taneously diagonalized for each choice of eo in {j by 
choosing el, ez, e3 in the common principal tidal and 
spatial directions. Further, in a vacuum, the matrix 
Au is symmetric (momentum density is zero) so AlZ 
==AZl> yielding the canonical form 

1"1 0 0 
0 1"2 0 B 

0 0 73 

[ROle] == 

B 

where the symmetric matrix B represents the conformal 
magnetic part of curvature as seen by the observer eo-

For one special observer eo at p, aligned in a direc
tion particularly well oriented in relation to the Riemann 
tensor, the matrix B can simultaneously be cast into a 
canonical form, and one obtains the Petrov canonical 
form6 for [ROle]. The advantage of being content with 
diagonalizing only one block (two in a vacuum) in [ROle] 
is, however, that this diagonalization can be done for 
every choice of observer eo. In particular, along any 
timelike curve in M, eo can be chosen to be the unit 
tangent vector yielding particularly nice representa
tions of the Riemann tensor along the curve, displayed 
with respect to orthonormal frame fields adapted to the 
curve. 

(v) If all the principal curvatures and their corre
sponding principal directions, together with the momen
tum density, are known for anyone observer v at p E M, 
then the full Riemann tensor is completely determined 
at p. In fact, by (iv), it suffices to know the principal 
tidal, spatial, and conformal magnetic curvatures and 
directions together with momentum density (as seen by 
v) since each of the blocks AIJ in the matrix represen-
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tation for R relative to any orthonormal basis with eo 
== v can be computed from this information. 

(vi) Given any LIJkI with the symmetries of the 
Riemann tensor and any v EO, we can construct another 
tensor [Ukl with the same symmetries by 

Lllkl == VULJJmn[IVk)VmV" == V[lLJJ[IVk)' -
L jikl represents that part of L ljkl which is determined 
by the associated tensor L lj == LlkJlVkV

I
• In particular, 

the tensor v[lRJ]m"pVk)VmVn represents the tidal part of 
the Riemann tensor; it is '" 0 if and only if some tidal 
curvature 1"1'" 0 at v. This condition, that 
v[iR ilmnUVk)VmVn '" 0, plays an important role in the sin
gularity theorems of Hawking and Penrose.l,a 

Remark: Many of the invariants described here carry 
over also to "nUll observers." For v a null vector and 
Ljjkl =- Ljlkl ==-LWk =Lkllj , we can define L lj on v

L 

as before by 

LiJ == LlkJlVkV
I 

• 

The metric on v'" is no longer positive definite, but, if 
we restrict to a two-dimensional spacelike plane P in 
v..., L jj can still be diagonalized. Moreover, the result 
is independent of the 2-plane selected since any space
like vector in v'" differs from one in P by a multiple of 
v and 

LIJ(U
I + avl)(w' + bvJ) == LIJUiWJ • 

Thus each LiJ defines two invariants \ and ~ rather 
than three as when v is timelike. The tensor 
V[ILJ)mn[IVk)VmV" still represents that part of LWI which 
is determined by L 1j • In particular, v(lLJJmn[IVk)VmV" 

'* 0 if and only if AI '" 0 at v for i == 1 or 2. It should be 
noted however that, in contrast to the timelike case, 
these null observer invariants fail to fully determine 
the Riemann tensor at the given point, even with the ad
dition of energy density TljvlvJ and magnitude 
TlkT/vlv J of 4-momentum to the list of invariants. In 
Taub-NUT space, 1,9 for example, all these invariants 
are zero for v any null vector tangent to the horizon, 
yet RlJU '" 0 there. 

3. SINGULARITI ES 

Observer dependent invariants are especially useful 
for describing the behavior of curvature along time like 
curves because each such curve defines an observer at 
each of its points and so one can study the growth of the 
invariants as one moves along the curve. Any invariant 
growing without bound in finite proper time along a 
curve of bounded acceleration will signal a singularity. 
At the other extreme, if all the invariants are zero at 
points along a curve, then the full Riemann tensor is 
zero at those points. 

In order to describe the growth of curvature, it suf
fices to conSider the following ten invariants: the princi
pal tidal, spatial, and conformal magnetic curvatures 
(three each) and the magnitude TlkT/v1v 1 + (TIJVIVJ)Z of 
momentum density. By (iv) and (v) of the previous sec
tion, if these ten invariants are bounded along a time
like curve Y, then so are all of the observer dependent 
curvature invariants. Further, RIJkl =0 at y(t) if (and 
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only if) these ten invariants are zero at v = yet), where 
yet) is the unit tangent vector to yat yet). 

For ya time like curve parametrized by proper time, 
the natural lift of y is the curve Y in (j defined by Y (t) 
=the tangent vector to yat yet). We shall say that y 
runs into a curvature singularity if 

(a) y has domain a half-open interval [a, b), 

(b) y has bounded acceleration, and 

(e) A 0 i' is unbounded for some curvature invariant A. 

Remarks: (i) The terminology "y runs into a singular-
ity" does not mean that there is some point p = limt ~b yet) 
in M which is singular in some sense. Rather it 
means that the curve y, a world line for some particle 
or moving observer, encounters unbounded curvature 
as t - b and hence cannot be extended to proper time 
t = b, not in the space-time M and not any smooth ex
tension of M. (In order to find an actual point for y to 
run into, it would be necessary to enlarge M as a topo
logical space, necessarily destroying the Lorentz mani
fold structure in the process. Such a construction has 
been carried out by Schmidt. 10) 

(ii) A more inclusive concept of curvature singularity 
would replace condition (c) by the weaker condition 

(c i
) limt~bAoy(t) fails to exist for some A. 

This condition would also prevent extension of y to 
t = b, but the effects on the observer would be less 
dramatic and possibly physically inSignificant. 

(iii) The nature of the singularity can be specified 
further by noting which invariants blow up. Thus a cur
vature singularity is a matter singularity if the momen
tum density or one of the principal matter curvatures is 
unbounded. It is a conformal singularity if one of the 
principal conformal (electriC or magnetic) curvatures 
is unbounded. Thus the Schwarzschild Singularity is a 
conformal Singularity whereas the Friedmann singular
ities are matter singularities. A curvature singularity 
is tidal or spatial if one of the tidal or spatial prinCipal 
curvatures is unbounded, respectively. 

The nature of the singularity encountered by an ob
server falling radially into a Schwarzschild black hole, 
for example, can be seen from the values of the cur
vature invariants along a radial world line. In Schwarzs
child coordinates (t, r, 0, cp), if v is the unit vector in 
the direction of the (timelike for r < 2m) radial vector 
- il lilr, then the principal curvatures can be read off 
from the curvature components relative to the normal
ized coordinate frame. 11 The nonzero ones are 

71 =-K3=J.ll=-2mlr3, 

72=73 =- K1 =- K2=J.la=J.ls=mlr3. 

Thus this Schwarzschild singularity is tidal, spatial, 
and conformal magnetic. 

(iv) A timelike curve y: [a, b) - M of bounded acceler
ation runs into .. curvature singularity (as described 
above) if and only if it runs into a parallelly propagated 
curvature singularity (as described, e. g., in Hawking 
and Ellisl). Indeed, since y has bounded acceleration, 
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each parallel orthonormal frame field {EI} along y dif
fers from an orthonormal frame field {EI} adapted to Y 

(with Eo = y) by a bounded one- parameter family of 
boosts. Hence the Riemann tensor R will have an un
bounded component relative to {EI } (a parallelly prop
agated singularity) if an,g only if it has an unbounded 
component relative to {EI }. But the matrix for R relative 
to {EI } has the block form (relative to the observer 
Eo = y) as described in (iv) of the previou!' section 
so an unbounded component relative to {E I} corresponds 
to a tidal, spatial, conformal magnetic, or momentum 
density singularity depending on whether it appears in 
the Au block, the A22 block, the symmetric part of the 
A12 block, or the skew-symmetric part of the A12 block. 

(v) To illustrate the use of observer dependent invari
ants, we shall prove a refinement of a theorem of 
Hawking and Ellis, 12 Recall that a future inextendible 
timelike curve y: [a, b) - M is imprisoned if there ex
ists a compact set K in M and a sequence {tv} in [a, b) 
converging to b such that y(tv) E K for all II. The limit 
set L of a curve Y imprisoned in K is the set of aU limit 
points of all such sequences. L is nonempty since K is 
compact. Since the space of directions on K is also 
compact (it is a fiber bundle over K with fiber a 3-
sphere), there are at each point of L one or more limit
ing directions. These directions are limit points of the 
sequence of directions determined by the tangent vec
tors Y (tv) to y at y(tv). Clearly, each of these directions 
is either timelike or null (we shall see shortly that they 
are in fact null). We shall refer to these limiting direc
tions as directions along L . 

Theorem: Suppose y is a future inextendible time like 
curve of bounded acceleration imprisoned in the compact 
set K. Then either 

(a) all null-observer-dependent curvature invariants 
vanish along the limit set L of y, or 

(b) y runs into a curvature singularity. 

Proof: Let PEL and let v*-O lie in a limiting direc
tion of y at p. Thus there exists a sequence {tv} in [a, b) 
converging to b such that limv~",y(tv) =p and 
lim..~",[i'(tv)]=[v], where for a nonzero vector w the nota
tion [w] means the direction of w. Since y is future in ex
tendible, limt ~b yet) cannot exist so there must exist a 
neighborhood U of p and a sequence lSv} in [a, b) con
verging to b such that y(sv) ci U for all II. By passing to 
subsequences if necessary we can assume that tv < Sv 

< tv,l for all II. 

Now [v], being a limit of timelike directions, must 
be timelike or null. If [v] were timelike, the vector v 
could be chosen to be a unit timelike vector in which 
case we would have v=lim.._",y(tv)' Letting A be a bound 
on the acceleration along y and choosing E > 0 such that 
all points reachable from p in proper time ~ E along 
time like curves with initial velocity v and acceleration 
bounded by A are contained in U, it follows that, for 
sufficiently large II, all points reachable from y(t.) in 
proper time ~ E along time like curves with initial velo
city Y (tv) and acceleration bounded by A are contained 
in U. In particular, yet) E U for tv ~ t ~ tv + E and hence 
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for sufficiently large v. But this is impossible since 
{tv} converges to b. Hence v must be null. 

Now let A be any principal curvature at v and let w 
be a unit space like vector in the corresponding principal 
direction, so that 

LIRJIVkVIWIWi = A, 

where Llikl is one of the five tensors described in the 
previous section. Let Vv and Wv be vectors tangent to 
M at 'Y(tv) such that 

(i) Vv is in the direction of Ht) for each v, and 
limv ... v v =v, 

(ii) Wv is a unit vector in vv
L 

for each v, and 
limv ... wv =W. 

Then 

A= LlkiIV"VIWIWJ 

= lim LlkJlvvkv/wv iWv
i 

Since limv ... gmnvv mvv" =gmnvmvn = 0, the only way A can 
be different from zero is for the sequence 

to be unbounded. But this implies that 'Y runs into a cur
vature singularity. 

If A represents an observer dependent curvature in
variant other than a principal curvature, the proof is 
similar. For example, if A= TfJVIVi then 
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so A* 0 only if energy density is unbounded along 'Y. 
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A unique two-component spinor connection, which we call the standard connection, is determined by the 
requirement that it be compatible with the spinor inner product and that it give rise to the standard 4-
vector connection. Here we take the most general spinor connection, presuming that the conjugate spinor 
connection is uniquely determined by it, and examine which 4-vector connections are thereby determined. 
We classify such nonstandard spinor connections and the resulting 4-vector connections and show that the 
most general torsion tensor can be so generated. However, it is not possible to generate in this way the 
most general tensor describing incompatibility of the 4-vector connection with the 4-vector inner product. 
These results illuminate the relationship which must exist between nonstandard theories for spinors and for 
vectors. 

I. INTRODUCTION 

The universe is best modeled by a four-dimensional, 
pseudo~Riemannian manifold. Of the geometric struc
tures with physical importance, the vector fields X and 
the inner product. seem to be most fundamental. To 
differentiate a vector field, a connection is needed, and 
it is hardly surprising that customarily a connection is 
used which is compatible with the inner product. Most 
often, too, the requirement is made that the torsion 
vanish, so that a unique connection Vx is determined, 
which we shall call the standard connection. 

Here we examine a more general situation. Since two
component spinors may be used to form vectors, we 
consider the most general connection on this latter set. 
It has been shown1 that a unique spinor connection (which 
we shall call the standard connection) is determined by 
the requirements that it be compatible with the spinor 
inner product A and that it produce the standard vector 
connection when spinors are combined to form vectors. 
In extending this result, we determine how a general 
spinor connection determines a vector connection, and 
in particular, whether the most general vector connec
tion arises from a spinor connection. 

We consider linear connections, and we presume that 
the connection acting on complex conjugate spinors is 
given by the complex conjugate of the spinor connection. 
The results are first, that the most general vector con
nection is not given. Second, we classify those vector 
connections which are determined in this way, and 
exhibit the degree to which they violate the requirements 
of vector inner product compatibility and of being tor
sionless. Perhaps the most important of our results is 
that the general torSion tensor does arise from this 
linear formalism. However, the only compatibility ten
sor (the measure of compatibility between the vector 
inner product and the connection) which arises in this 
fashion is proportional to the 4-vector identity. The in-
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formation which originates from this tensor is lost in 
the usual Palatini variational method. 2 

We interpret our results as shedding light on the re
lationship between possible nonstandard theories for 
spinorsand vectors. Thus if a spinor field theory re
sults in some general spinor connection, it would then 
seem most natural to use this connection to generate a 
vector connection. In general this vector connection 
would have torsion and would be incompatible with the 
vector inner product, On the other hand, it is desirable 
to generate a vector connection which is incompatible 
with the vector inner product in the most general way 
conceivable for use in a Palatini-type variational princi
ple. We are therefore currently studying modified 
formalisms in order to investigate purely spinoral vari
ational principles for relativity (without hybrid terms as 
are often used3). 

In Sec. II we briefly review some of the basic concepts 
of spinorial analysis. In Sec. III we parametrize the 
most general linear spin connection. In this section we 
prove several theorems relating the 4-vector torsion 
and metric compatibility tensors to these parameters. 
We discuss the necessary generalization we feel these 
results point to in the conclusion, Sec. IV. For the pur
pose of completeness, we have included an appendix 
where we state several helpful identities using permu
tation and contraction operators. Throughout we use the 
notation of Luehr and Rosenbaum. 1 As needed, we brief
ly sketch some of the results of their paper, but without 
any attempt at completeness. For a more complete and 
precise development, we refer the reader to it and the 
references cited there. 

II. SPINOR SPACES AND CONNECTIONS 

At each point q in the spacetime manifold In, the vec
tor space over the complex numbers of two-dimensional 
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spinors is denoted by (5 2)a (or briefly as 52, with q 
omitted) with elements u, v, etc. 52 is endowed with a 
bilinear, nonsingular inner product;. which is antisym
metric, 

u;.v=-v;.u. (1 ) 

We will also use, u,v, etc. to denote spinor fields, with 
u(q) being used for emphasis to denote the value of the 
spin or field u at a point q. In a given basis a spinor field 
is represented by a pair of complex functions on!fl, and 
UA v is a single complex function. 

We analogously define a second two-dimensional com
plex vector space 52 at q called conjugate spinor space, 
its elements being denoted ii, v, etc. 52 is endowed with 
a bilinear, nonsingular, antisymmetric inner product, 
also denoted by ;.. We will also use ii, v, etc., to denote 
conjugate spinor fields with the value of ii at q being de
noted by ii(q). The quantity ii;. v is a single complex 
function. 

At each point q, 52 and 52 are related by maps u 
E52-iiE52 andwE52-WE52, called the conjugation 
operation, having the following properties: 

(ou)=aii, 7i+V=ii+v, (ii)=u, (2) 

for all u, v E 52 or 52 and for all complex numbers 0 

(where a is the ordinary complex conjugate of 0). 
Furthermore 

u;.v=ii;.~ ~) 

Note that the conjugation operation can be regarded 
as a single map which is a bijection of the union 52 
U 52 onto itself. 

The space S2®H52 at a point q is isomorphic to the 
tangent space!fla of the manifold at q, and we will iden
tify these two spaces. A 4-vector X thus is identified as 
a linear combination (over the reals) of terms of the 
form iiu. The expression iiu is an abbreviated notation 
for the tensor product ii® u. 

The inner produclof two elements A, B in S2® H52 
will be denoted -A;. B. On the other hand, if A and B 
are thought of as tangent vectors of!fl, their inner 
product [which is of signature (+ + + -) since!fl is 
spacetime] is denoted A eB. The relation between these 
notations is 

-A1B=AeB. (4) 

The introduction of the inner product e is redundant; 
it will be used when we wish to emphasize that the inner 
product of two spin tensors can be viewed as the inner 
product of vectors or vector tensors. 

An 52 connection associates with each vector field X 
on!fl an operator on spinor fields. Here X is treated as 
a derivation operator, and the connection Die acting on 
u(q) produces a spinor field Dieu(q). The connection 
obeys the axioms 

DHfu +v)= (Xf}u +fDieu +Diev, 

D;x+yu =gDieu +D~v, 

where u(q), v(q) are any two spinor fields, X, Yare 
vector fields (derivation operators), f(q) is any com
plex function, and g(q) is any real function. 
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(5) 

In analogy, an 52 connection is an operator which 
obeys the same axioms as an 52 connection but which 
operates on conjugate spinors. We can extend Die to act 
on 52 by the requirement 

(6) 

In a future paper we will explore the possibility of dis
pensing with this relation and having an 52 connection 
not necessarily related to a given 52 connection. 

One 52 connection Dx is called "standard." Dx is 
uniquely determined by the requirements: 

(a) When operating on 5 2®H52 spin-tensor fields (1. e., 
4-vector fields), the connection Dx coincides with the 
standard 4-vector connection. Thus it is torsionless 
and is compatible with the 4-vector inner product. 

(b) Dx is compatible with the spinor inner product. 

The most general linear 52 connection Die is uniquely 
given by a field Kx(q) with entries in 5 2®52 by the 
relation 

(7) 

Similarly the most general 52 connection D; is uniquely 
given by a field Lx(q) with entries in 5 2®52 by the 
relation 

(8) 

Notice that the map u E 52 - ii E 52 generates a unique 
mapKx E52®52-Kx E52®52' The relationDieu =D;ii 
is equivalent to 

(9) 

As we said, we will demand this equality, D; =Die. 

It was previously shown1 that Die generates a unique 
52 ® HS 2 connec tion. Let A be a 5 2 ~HS 2 spin- tensor 
field 0. e., a 4-vector field). The S2®H52 connection is 
given by requiring that the Leibnitz rule for covariant 
differentiation hold with respect to tensor products and 
that covariant differentiation commute with the projec
tion map 52®52- 5 2®H52' The result is that Die gives 
the 4-vector connection 

(10) 

Since the standard connection preserves the 4-vector 
inner product, we have 

X(A eB) =(DxA)eB +A e (DxB). (11) 

Further, Dx is torsion free, 

(12) 

The most general 4-vector connection is of the form 

(13) 

The 4-vector connection Die generated by the general 
spinor connection produces Ch 

DxA=DxA+CxeA=DxA-Cx1A. (14) 

This Cx is given by 

(15) 

where 12 and 12 are the identity operators on 52 and 52 
and (23) is a permutation on spinor files. 
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At this pOint we note that Cx is in If!q01f!q or equivalent
ly in (S20HS2)0(S20HS2)' Thus the general Cx is de
fined by 16 independent real numbers at each point q 
Elf!. The tensor B inlf!q0If!q0mQ=~3 is defined by 

X.B=Cx . (16) 

B has 64 independent real components (at each q), The 
linear operator Kx has four independent complex com
ponents, or eight real ones, We also introduce the 
spin- tensor J defined by 

(17) 

J thus bas 32 independent real components so that it is 
clear that the most general Cx cannot be of the form Cx. 

III. RELATIONS AMONG SPINOR AND VECTOR 
CONNECTIONS 

The torsion tensor T associated with a 4-vector con
nection "ilx is defined by 

XY:T="ilxY - "ilyX - [X, Y]. (18) 

Thus 

T=[1-(12)JB, (19) 

where (12) is a permutation of vector files. In terms 
of spinor spaces, at a point q, B is a member of 
(S20H52)@ and 

T =[1 - (13)(24}jB. (20) 

The compatibility tensor U is defined by 

• Xyy. U =X(y .Z) - ("ilxY).Z - Y. ("ilxZ), (21) 
• 

so that U vanishes if and only if "ilx is compatible with 
the 4-vector inner product. In terms of B, U is given 
by 

U=- [1 +(23)JB=- (1 + (35}(46)]B. (22) 

The tensor B' generated by the spin-tensor J is given 
by 

X. B' =Cx = (12)Cx =- (13)(24)(23) (Kx1z +IzKx) 

= + (13)(24)(23) {x: (12)J 12 + (35)(46) JIz]) 

=-X1[(354)(12)JI2- (36)JI 2]. (23) 

Thus we have 

B' = (354)(12)JI2 - (36)Jlz' (24) 

Consequently the torsion tensor T' associated with B' is 

T'=(I- (13)(24)](354)(12)JI2 - (36)JI2J. (25) 

The compatibility tensor U' associated with B' is 

U' = - [1 + (35){46)](354)(12)Jlz - (36)JI2J. 
This expression can be rewritten as 

U' = (12)(54)[1- (34)]JI2 + (36)[1- (34»)Jlz 
=[(12)Cs4 J +C34 JJI4• 

(26) 

(27) 

where C34 is contraction on the third and fourth spinor 
files. Note that 14 =- (23)1 zl2 =4-vector identity 
operator. 

We decompose J into independent parts which we will 
later relate to vector connections. In order to do so, we 
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first need a lemma: 

Lemma: (23) (lI+ip)12=[I- (24)](II+ip)12 where lI,p 
are 4-vectors. 

Proof: II + ip is a sum of terms of the form ab in 
terms of spinors. We choose an arbitrary spinor v 
and write v. (12)(23)ablz=abv. However, note that 

abv=a(bv-vb)+avb 

= (v. b)iiJ2 +avb 

=v. (12)ablz-v. (12)(24)ablz' 

Since v is arbitrary we have 

(23)abI2=[1- (24)]abI2• QED (28) 

Theorem 1: Any J can be expressed as (here B, 1>, p., (1 

are 4-vectors or Hermitian spin tensors) 

where H is completely symmetric on the last three 
spinor files, 

(23)H = (34)H = (24)H = (234)H = (243)H =H. 

(29) 

Notice thatJE C520H52)052052, but the individual 
terms in the right side of Eq. (29) are in general in 
52052052 052 (these spaces are, however, the same
see below). 

Proof; Define the symmetrizing operator by 

5(234) =H1 + (234) + (243) + (23) + (34) + (24) J 
and let 

H =5(234)J. (30) 

Similarly the antisymmetrizing operator is 

;4(234) :::::i-(l + (234) + (243) - (23) - (34) - (24)}. 

Now 
;4(234)J=0, (31) 

since J is in the tensor product of two-dimensional 
spaces. We rewrite this equation as 

J =H + t{fl - (23)] + [1 - (24)] + [1- (34)]}J. 

Since any antisymmetric spin-tensor is proportional to 
12, we have 

t[l- (34)}J = (B' +i1>')12, 

t[1- (23»)J = (24)(p.' +ia')Iz, 

tel - (24) JJ = (23)(11 + ip) /2' 

for suitable vectors 0',1>', /.1', (1', lJ, p. 

(32a) 

(32b) 

(32c) 

By the previous lemma, Eq. (32c) is a combination of 
Eqs. (32a) and (32b), and the decomposition, Eq. (29), 
results. QED 

Theorem 2: The decomposition for J is unique; that is, 
at a point q, J::::: 0 if and only if 0 = 1> = /.1 = (1 = 0, H = O. 

Proof: Consider Ji12• Since Ht12 =0 we have 

JiI2 =2(O+i1»+(p. +ia). 

Similarly 

[(24)JUI2:::::B+i1>+2(J.L +ia). 
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Consequently 

9 +i!fl =t[2J- (24)J]tI2' 

j.J. +iO'=t[2(24)J -J]112• 

(33) 

(34) 

Equations (29), (30), (33), and (34) show that there is a 
one-to-one correspondence between J and the set 
(9, !fl, jJ., O',H). QED 

As a check we count the number of linearly indepen
dent parameters involved in J. As pOinted out below 
Eq. (17), J has 32 real independent parameters. This 
number can be found by counting the dimension of 52 
o H5 2 (four real dimensions) times the dimension of 52 
05,Jfour complex or eight real dimensions) since J 
E (520H52)052052' Notice that in Theorems 1 and 2 
we considered J as being in 52°52052°52 which also 
has dimension 16 complex or 32 real. The space (52 
0H52)052052 is in fact the same as 52°52°52°52, The 
reason for ~his equa li,ry comes from the facts that 52 
=C52 and 5 2052=C[520 H52] where Cis complexifica
tion (multiplication by complex numbers). Thus we have 

<52o H5 2) 0520 52 

= <52 0 HS2)0C520C52 =C[(520 H52)0520 52] 

=[C(520 HS2)]052 0 52 =520520 52 052' 

Equivalently a typical element abed of 52052052052 is 
a sum of elements from (520H52)052052: 

abed == ;i [(a + ib )(a + ib) - aa - bb + i (a + b )(a + b) 

-iaa-ibb]ed. 

InCidently, (520HS2)05'?' is the same as 5 205;+t pro
vided n'" 1. 

We now return to the general 4-vector connection. 
Each J determines a B', and the decomposition of J re
sults in 

B' == (354)(12)JI2 - (36)J12 

== - 2(45) 91212 - [(13) + (24) ](45)j.J.1212 + i[(13) 

- (24)](45)0'1212 + (45)(12)HI2 - (36)H12. (35) 

Notice that !fl does not appear in B'. We can also write 
this expression as 

- [(36)5(246)T'l!I2=H, 

- t{{(45)[1- (15)]1[1- (24)] T}t 12}}t i 2 = 8 - ia. 

Theorem 4: U' = 0 if and only if 29 + j.J. = O. 

Proof: See Eq. (38). 

(39) 

(40) 
QED 

Theorem 5: B' =0 if and only if 9 =j.J. =0' =0, H =0. 

Proof: We must show that if B' =0, then we have 9 
= j.J. = u = 0, H = O. Since B' := 0 implies T':= 0, we have 
9=u=0, H=O. Further B'==O implies U'==O so that 
j.J. == 0 also. QED 

Next we show that the most general torsion tensor T 
is of the form T'. Notice that T has 24 real independent 
components. T' does also: H is symmetric in the last 
three spinor files, so that H has eight complex or 16 
real independent components. The two vectors 8 and j.J. 
add eight more real components. 

Theorem 6: Any torsion tensor T is of the form given 
by T' [see Eq. (25)], so that T can be given by a suitable 
spinor connection. 

Proof: Define 

A(mn)=t[I- (mn)], S(mn)=t[1 + (mn)]. 

It readily follows that 

[1- (12)]=[1- (13)(24)] 

=4[1- (1 2)][A(35)A(13)5(24) 

+ A(46)A(24) 5 (13)]. (41) 

Therefore, 

T=[1-(12)]B", (42) 

where 

B" =4[A(35)A(13)S(24) +A(46)A(24)J(13)]B. (43) 

Now define J" by 

- (36)J"Iz = 4A(35)A(13) 5(24) B (44) 

to correspond to the second term in Eq. (25). Equiva
lently, we have the definition 

J" =2C56 (36)A(13)5(24)B. 

We note that since BE U:20H52)03, 

B = (12)(34)(56)B. 

(45) 

(46) B' ={29 +[(13) + (24)]j.J. - i[(13) - (24)]0'}14 

+ (45)(12)HI2 - (36)H12. (36) We take the complex conjugate of Eq. (44), 

The analagous expres sion for T' is 

T' =[1 - (13)(24)] {a[9 + i(24)0'] 14 + (45)(12) H12 

-(36)HI2}. 

Similarly U' is given by 

U' =- 2(29 + j.J.)14' 

We now state a few theorems about the values of 
B', T', U' at at given point q E/Y): 

Theorem 3: At each pOintq, T'=O if and only if 9 
=0'=0, H =0. 

(37) 

(38) 

Proof: Clearly 9=(1=0, H=O implies T'=O. To show 
the converse we express these parameters in terms of 
T' , 
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- (36) J"12 = 4A(35)A(13) 5(24)(12)(34)(56)B (47) 

and multiply both sides by - (354)(12)(36); and so 

(354)(12)J"]2 = 4A(46)A(24) 5(13)B. (48) 

We therefore have 

B" =- (36)J"12 + (354)(12)J"]2 (49) 

so that Eq. (25) does indeed hold, with the spinor con
nection being determined by J =J" given by Eq. (45). 

QED 
As a final note, we derive the condition on the param

eters of J so that D} be compatible with the spinor inner 
product. From Eq. (29), we compute Kx = - xi J. When 
Kx is broken into a symmetric part and an antisym
metric part we find 
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Kx = -XtH - S (12)Xt (24)(jJ. +icr)I2 

-H2Xt (6 + i4» +X t (jJ. + icr)]I2' (50) 

Theorem 7: D5c is compatible with the spinor inner 
product if and only if 26 + jJ. = 24> + cr = O. Such a D5c gives 
rise only to a 4-vector connection which is compatible 
with the 4-vector inner product, so that U' = O. 

Proof: Recall that the condition that D5c be compatible 
with the spinor inner product is 

(51) 

Consequently the coefficient of 12 in the last term of Eq. 
(50) must vanish for arbitrary X; that is, 

2(6+i4» +(jJ. +icr)=O. 

By Theorem 4, thus U' = 0 also. 

IV. CONCLUSION 

(52) 

QED 

The most general linear 2-spinor connection is used 
to generate a connection on the conjugate spinors and in 
turn to generate a 4-vector connection. By parametriz
ing the spin-tensors J, which describe the spinor con
nections, we have exhibited those 4-vector connections 
which arise from them. One result can be viewed as an 
alternate proof of the uniqueness of the spinor connec
tion which is compatible with the spinor inner product 
A, which generates a vector connection compatible with 
the vector inner product., and which results in vanish
ing torsion T. 

The most general torsion T can be obtained from 
these spinor connections. This is the main result of 
this paper. It is not possible, however, to generate 
every tensor U which describes the degree to which the 
vector connection is incompatible with the vector inner 
product. The form of U which can be generated is pro
portional to the 4-vector identity operation 14, 

In searching for acceptable theories of spacetime 
geometry it is desirable to investigate nonstandard con
nections. Because of the undoubted importance of spinor 
fields,4 it seems especially desirable to seek a spinorial 
formalism for these theories. Our results show that the 
usual spinorial formalism has to be modified in order to 
generate all possible nonstandard 4-vector connections 
from spinor connections. We are currently investigating 
such modifications and possible physical applications. 
One application, for example, is to the study of Palatini
type variational principles, where quite general varia
tions in the connection are usually assumed to be possi
ble.2,5 Other applications include the study of spinor 
fields obeying theories with nonstandard connections in 
spatially homogeneous manifolds. 

APPENDIX 

We use an index-free language requiring facility at 
handling permutations and contractions. Permutations 
are treated in various texts,6 but we feel it desirable 
to give here some helpful explicit expressions involving 
contractions. For definitions see Refs. 1 and 6. 
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In permutations such as (mn) or contractions such as 
Cab, the integers m,n, a, b refer to files in spin-tensors. 
Remember that these integers refer to files counted 
from the left. Cab decreases the total number of files 
by two, and this effect shows up particularly if com
mutation relations involving (mn) and Cab are examined. 
In the following list, we take m <n as well as a < b: 

(mn)Cab=CGb(mn) if m<n<a<b, 

(mn)Cab=CGb(m n +1) if m <a and a";n < b-1, 

(mn)Cab=Cab(m n + 2) if m <a and n ~ b - 1, 

(Ala) 

(Alb) 

(A1c) 

(mn)C ab =Cab(m+l n+1) ifa";m<b-1 andn<b-1, 

(AId) 

(mn)C ab = Cab(m + 1 n + 2) if a ,,; m < b - 1 and n ~ b - 1, 

(Ale) 

(Alf) 

Since Cab does involve an antisymmetric inner product, 
as extra minus sign results if Cab is preceded by a per
mutation using the same files 

(A2) 

For equations in which the Cab operation is preceded by 
a permutation involving either but not both indices, it is 
convenient to adopt the notation 

{

(m m + 1 .. ' a-I a) if m"; a, 

(m •• • a) = (m m _ 1 ••• a + 1 a) if a ~ m, (A3) 

for the cyclic permutation acting between the m and a 
files. We then have 

Cab(ma) = (m ••• a - l)Cmb if m < a, 

Cab(ap) = (p - 1 ... a) Cpb if a < p < b, 

Cab(an)=-(n-2'''a)C bn ifb<n, 

Cab(mb) = - (m" • b - 2)Cma if m < a, 

Cab(pb)=(p-1·"b-2)Cap ifa<p<b, 

CGb(bn) = (n - 2·· • b - l)Can if b <no 

(A4a) 

(A4b) 

(A':tc) 

(A4d) 

(A4e) 

(A4f) 

Permutations can, of course, be applied to far more 
general functions. In the case of vector files, our con
vention is to emphasize the vector nature of a permuta
tion by writing (m n). In this paper we have tried to 
translate all vector quantities into equivalent spinorial 
quantities. An operation such as (m n) is then equivalent 
to a pair of spinor operations (ab)(a + 1 b + 1). Each vec
tor file corresponds to two spinor files (the left one 
actually a conjugate spinor file), so that a = 2m - 1 when 
a vector-tensor is reinterpreted as a spin-tensor. 
However, mixed vector-spinor objects are common, so 
that a'" 2m - 1 in general. Further, it is not convenient 
to distinguish between spinor and conjugate spinor files. 
A permutation (mn) thus may involve changing a spinor 
with a conjugate spinor file. 
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An earlier method of evaluation of matrix superpropagators without derivatives is extended to cover all 
such cases of interest. Matrix superpropagators with derivatives are reduced to superpropagators without 
derivatives by a straightforward application of Wick's theorem for time ordered products. A simple 
connection is found between the superpropagators involving the fields with derivatives at one of the points 
only and superpropagators obtained by replacing fields with derivatives by fields without derivatives. The 
results of the present paper are sufficient to allow evaluation of all superpropagators, with and without 
derivatives, encountered in the second order for nonlinear chiral Lagrangians. 

I. INTRODUCTION 

The use of suitable summation techniques for non
polynomial Lagrangians has been shown to give supres
sion of ultraviolet divergences. 1 The nonpolynomial 
Lagrangians naturally arise in gravity modified theories 
and also when nonlinear realizations of internal 
symmetry are used. 2 Nonlinear realizations of chiral 
symmetries were used to construct nonlinear La
grangians which reproduced current algebra results in 
a simpler way when used in tree graph approximation. 3 

It is therefore of interest to study these nonlinear 
Lagrangians beyond a tree graph approximation using 
nonpolynomial Lagrangian techniques. However, this 
requires methods for the calculation of vacuum expec
tation values (VEV's) of time ordered products of func
tions of matrix fields and their derivatives. These time 
ordered products, called superpropagators, have been 
studied extensively for the SU(2) case and methods exist 
for evaluation of SU(2) matrix superpropagators. 4 For 
gravity modified theories and theories with the SU(N) 
type of symmetry, a technique for calculation of matrix 
superpropagators, 5 

(I. 1) 

without derivatives was developed by Ashmore and 
Delbourgo. 6 In Ref. 7 it was shown that the superpropa
gator (I. 1) can be written as an integral over a set of 
complex matrices, 

(n (4) (x))t' (4) (Y»)o 

==N J dUexp(- Tr(utU))] (cU)],(cut), (I. 2) 

where 4> (x) is an nX n Hermitian matrix field satisfying 

(I. 3) 

The integrations in (I. 2) are over the set of all nX n 
matrices U with complex elements. The volume element 
dU is given by 

dU == IT dUjJ" (I. 4) 
I, J=1 

N is a normalization constant and c2 == ~ (x _ y). 

Assuming that the superpropagator to be calculated 
has the form 

(TW(4> (x)) W'(4) (Y»)o, (I. 5) 

where Wand W' are scalar functions of 4>(x) and 4>(y), 
respectively, it was shown7 that integrals could be 
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easily carried out following methods developed in 
statistical mechanics. 8,9 

In this paper we show that it is possible to use the 
representation (I. 2) even for those superpropagators, 
without derivatives, which may not have the form (I. 5). 
Examples of such superpropagators are10 

(T{exp[Al4> (x)] exp[A24> (y)]})o, (1.6) 

(T{explAl4> (x)] exp[A24> (y)]) {exp[xs4> (x)] exp[A44> (Y)]})o' 

(I. 7) 
In Sec. II we review the method of Ref. 7 and its ex

tension. As an illustration of the method of Sec. n we 
evaluate the superpropagator (I. 6) and (I. 7) in Sec. V. 
In Sec. m we show that, by a straightforward applica
tion of Wick's theorem for time ordered products, the 
superpropagators with derivatives can be reduced to 
superpropagators without derivatives. We obtain an 
extremely useful connection between superpropagators 
involving, on one hand, fields with derivatives at one of 
the points only and on the other hand, superpropagators 
obtained by removing derivatives. In Sec. IV we con
sider some examples of superpropagators with deriva
tives. Calculation of these reduces to evaluation of 
superpropagators of the type 

(I. 8) 

In Sec. V we consider the evaluation of superpropaga
tors of type (I. 8) in detail. The last section contains 
some concluding remarks. 

II. MATRIX SUPERPROPAGATORS WITHOUT 
DERIVATIVES 

In this section we review the method of Ref. 7 and 
discuss its generalization for any matrix superpropa
tor without derivatives. Let4>IJ(x), i,j=1,2, ... ,n, be 
an nXn Hermitian matrix field. ll Any such matrix 
field can be written as 

~ Xa 

4>=l.J ~CPa(x), 
Q=l V ~ 

(n.1) 

whe re cP a(x) (a == 1, 2, ... , n2
) are n2 independent fields 

and X a are Hermitian matrices, the nXn generalizations 
of Gell-Mann matrices, obeying 

(II, 2) 

We assume that all CPa have the same mass and a two 
point function given by 
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(Tcf>",(x)cf>s(Y »0 = 6 ",a':' (x - y) (11.3) 

so that the matrix field 4> obeys (I. 3). 

Using the exponential shift lemma, 12.13 the VEV of 
a time ordered product of functions of fields cf>", may 
be written as 

where 

c",c~= {Tcf> ",(x)cf> ",(Y»o (a is not summed). 

If masses of all cf>", are equal, we can take c",= c~ 
=c, for all a. 

Integrations over u'" in Eq. (II. 4) run over aU complex 
values. In matrix notation, the above representation for 
the superpropagator 

{T J (4) (x), 4> (Y»)o 

takes the form 14 

bf( ~ du",)exp (- t lu",12)J(c"L A"'U",I.f2 'C"LA"'U~/v2) 
1T" 0=1 Q;:!l ~ Q: C¥ 

= b J dUexp(- Tr(utU»J (cU, cut), 
7Tn 

where we have defined 

U=~A",U",/.fO' dU= n dUjj' 
2 j. j 

(II. 5) 

(11.6) 

Since u'" vary over all complex values, integration over 
U is on the set of all complex matrices. 

In Ref. 7 we showed that the integrations in (11.5) 
could be performed when the function J factorizes as a 
product of two scalar functions W(4)(x)) and W'(4)(y)). 
For such superpropagators we obtained following formu
la15 in Ref. 7, 

(T W(4) (x) )W' (4) (Y»)o 

,; f dZ n IZj-Zkl2exp '- t IZkI2) W(cZ)W'(cZt ), 
j(k \ ""1 

(II. 7) 

where integrations in (110 7) now run over all complex 
diagonal matrices. We now show that the integral repre
sentation (11.5) can be used to evaluate superpropagators 
of the form5•1o 

{TfA (4) (x»)/3 (4)(y))) )0' 

{TfA (4) (x»8 (4) (y»}t (4) (x»L) (<P(y »})o, 

{TfA (4) (x»B (4) (y»C(4> (x»)L) (4) (Y»})o, 

(II.8a) 

(II.8b) 

(II.8c) 

for which (II. 7) is not applicable. The method of integra
tion to be described is essentially the same as that of 
Ginibre8 in a slightly different notation. 

We will first give the details of the method of inte
gration for superpropagator (II. 8a) and the corre
sponding results for (II.8b) and (II. 8c) will then be 
written. For the superpropagator (II. 8a) we have15 
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{TfA (4) (x»B (4) (Y»})o 

,;} dUexp(-{utU})fA(cU)B(cut)}. (11.9) 

As nXn matrices not having distinct eigenvalues 
form a set of measure zero in the space of aU complex 
nXn matrices, we can restrict integrations in (II. 9) 
over the set of all complex matrices with distinct eigen
values. For any complex matrix U with distinct eigen
values, there exists a nonsingular matrix X such that 

U=XZX-1, 

where Z is a diagonal matriX, 

(Z)ij=Z j6 jj • 

Changing variables from U to (X, Z) we obtain16 

fn (X-ldX)jj ndz j n IZj- ZkI 4 
j"j j=l j(k 

xexpl- {zt(xtX)Z(XtX)-l}] 

x fA (cZ)(xtX)" 1 B (cZt)(xtX)) 

for the right-hand side of (II. 9). 

(II. 10) 

(11.11) 

(II. 12) 

A nonsingular matrix X can be written in the form 

X= UYV, (II. 13) 

where U is unitary, Y is upper triangular with the dia
gonal elements equal to 1 and V is a diagonal matrix. 
Performing the change of variable defined by (II. 13) 
and defining 

H=yty, 

the integral (II. 12) can be written in the form 

J dZ n IZj-ZkI4J dHexp(_{ZtHZH-1
}) 

j(k 

where 

dH= (ndH) (n dHij ), dZ=ndz p 
i=l 'J j(j i 

(II. 14) 

(II. 15) 

(II. 16) 

HiJ (i<j), Zk assume all complex values, and Hil assume 
all real values (since H is Hermitian). For details 
of Jacobians of various transformations and of steps 
leading to (11.15) see Ginibre. 8 For later use it is 
sufficient to note that the matrix H is Hermitian, posi
tive definite, and obeys 

detH = 1, detH(P) = 1, I.;; p < n, (11.17) 

where H(P) is the matrix obtained by deleting the last 
p rows and p columns of the matrix H. Defining 

(H')ij=HjJ, gj=Hin , i,j=1,2, ... ,n-1, 

we can write 

H=[

H' g] 
(H' :HO». 

l Hn 

(II. 18) 

We write H as17 

(II. 19) 
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Then the inverse of H can be easily worked out to be 

iiI = Pn-l +H'-lgl _H'_lg] [H'_l 0] 
L -l 1 0 1 

= [H'_l +H'-lggtH'-l _ H'_lg] , 

_gtH'-l 1 
(II. 20) 

where we have made use of (11.17) to obtain 

H"" = 1 + gtH'-lg 

and we have eliminated H"". Using (n.18) and (11.20) 
we obtain 

(n.21) 

and 

{A (cZ)H- l B (cZt)H} 

=anb" +{A (cZ')H'-lB (cZ,t)H'} 

+ gtH'-l(B (cz,t) - bn)H'(A (cZ') - a")H'-lg, (n.22) 

where Z' is the matrix obtained by deleting the last row 
and column of the matrix Z. an and bn are the nth dia
gonal elements of the diagonal matrices A (cZ) and 
B (CZt }18: 

a" = (A (cZ})nn =A (cz"), etc. 

The integral (11.15) then takes the form 

J dZ n IZJ - zkl 4 J dH' exp(-lznI2 - {Z,tH'Z'H'-l}) 
J<1< 

x lanb" + {A (cZ')H'-lB (cZ,t)H'} 

+ gtH'-l(B (cz,t) - bn)H'(A (cZ') - a,,)H'-lg], (II. 23) 

where dg=n7:~ dg j and g integrations run over all com
plex values. The integration over g can be performed 
using19 

(II. 24) 

"-1 J dgexp(-lQg)lAg= ;etQ Tr(AQ-l), (11.25) 

where Q and A are (n -l}x (n -1) matrices independent 
of g. Carrying out the integration over g we obtain for 
(IL 15)20 

J dZ n 1 zJ - Zk 14 J dHexp(- {zt HZIil}} 

973 

J<1< 

x{A (cZ)IilB {cZt)H} 

';'J dZ n IZJ-ZkI4J dH'exp(-lznI2_{z,tH'Z'Hl-l}) 
J<k 
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+{ (A~~~;, a,) H··,(B ~~=)z: " )H'~' (11.26) 

The above equation relates integrations over an n x n 
matrix H to integrations over an (n - 1) x (n - 1) matrix 
H'. Repeating steps from (II. 18)-(11. 26) (n -1) times 
we will be left with integrations over Z alone. 

Formulas similar to (11.26) for the superpropagators 
(II.8b) and (II. 8c) can be easily obtained. For (II. Bb) we 
have 

(T{A (~(x»B (~(y»}t (~(x»O (~(y »})o 

,;, J dZ n 1 Z J - Zk 14 J dH exp(- {ZtHZn-l}) 
J(k 

(11.27) 

The traces {ZtHZH-1
}, {An-lBH}, and -tH-~H} are 

again written in terms of H', g, etc, and integrations 
over g are performed19 to obtain, for 11.27) 

(T{A (Ii> (x»B (~(y») -t(~(x»D (~(y »})o 

~J dZ n IZJ- ZkI 4 n IZJ-znl-2 
J(k J<n 

x J dH' exp(_lz"12 _ {Z,tH'Z'H'-l}) 

x ([bna" +{B'H'A' H'-I} +{ (fT ~ ~n:)H' 

x (~'_-z:n )H'-I}J x[ ~c" +-t'H'-lD' H'} 

+ $,(D ' - dn ) H' (c..-::s )H'-l}] 
\ Z'T _ z: z' - zn 

+ {( B' - bn)H,(A' - an)H'-I(D; - dn )H' 
Z'T - z: z' - zn Z' - z: 

(II.2B) 

where for the sake of Simplicity we have omitted the ar
guments ofA',B', C', andD'. 

Finally for the superpropagator (II. Be) we have 

(T{A (~(x»B (~(y»C(~(x»O (~(y»)) 

~ J dZ n IZJ-ZkI4J dHexp(_{ZtHZn-l}) 
J<k 

x {A (cZ)H-l B (cZ t) H(JcZ)H-lD {cZt)H} 

~J dZ n IZJ-ZkI4n IZj-znl-2 
J<k i<n 

x J dH' exp(-Izn 12 _ {Z,tH'Z' H'-l}) 

x [ anbncn~ + {A' H'-l B 'Ii' C 'H'-lf) , H'} 

+a ~{( B' - bn)H'(~)H'-l} 
n Z'T _ z: z' - z" 

+ b c {(D' - ~)H'(~)H'-I} n" ZiT _ z* Z' _ Z 
n n 
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+{A'H'-IB'H' (~)H'-I(~; -S,)H'} 
Z -zn Z -z: 

We will now write down formula (n.26), (11.28), and 
(II. 29) for the case n = 2 explicitly. In this case the 
matrices H, II, B, C, 0, and Z are two-dimensional 
while the primed matrices are one-dimensional. Also 
in view of Eq. (I1.8), H' = 1. Therefore, the H integra
tions in Eqs. (II. 26), (11.28), and (11.29) take the form 

J dB exp(- {Z1HZli1}){;l (cZ)li l B (cZt)H-1} 

(a) Suppose we are required to evaluate 

(TJ ij(4) (x), o,.4>(x»J~I(4>(y), ov4>(Y»)Q' 

The most general form for (III. 1) is2l 

6ij5klSl +6 0 6 jkSZ ' 

Then 

9S1 + 352 

=(T{J(4>(x), 0,.4> (x»}{J' (4) (y), ov4>(y»})o 

and 

3S1 + 3S
2 

= (T{] (<p(x), 0 .. 4> (x») I (4) (y), 0v4> (Y»})o' 

(Ill. 1) 

(III. 2) 

This means that it is sufficient to evaluate various sca
lar superpropagators obtained by contracting internal 
indices in all possible ways. 

(b) If we consider the time ordered product of a field 
cp(x) with a number of other operators, for example, 

(III. 3) 

then using Wick's theorem for T products we get an 
(n. 26') expression of the form 

J dH exp(-{ZtHZli1}){A (cZ)li l B (cZt)H} 

x J((cZ)li10 (cZt)H} 

+alblC21Dzl +2AzlB21C21D2l) 

where we have defined 

C - cz - Cl 
Zl- Z2 - Zl ' 

B b2 - bl 
21=Z~Z*' 

2 - 1 

(11.28') 

(11.29') 

(11.30) 

As an application of formulas (II. 26)-(11. 29) evaluation 
of superpropagators (1. 6) and (I. 7) will be discussed in 
detail in Sec. V. 

III. REDUCTION OF SUPERPROPAGATORS WITH 
DERIVATIVES 

In this section we will show that Wick's theorem for 
time ordered products can be used to reduce the super
propagators with derivatives to superpropagators with
out derivatives. These superpropagators without deriva
tives may then be evaluated using methods of Sec. II. 

The steps for reducing the matrix superpropagators 
with derivatives to scalar superpropagators without 
derivatives are as follows: 
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: cp(x)T(: Kl (cp{x»: :K2 (cp(y»:): 

(III. 4) 

where CP(x)I}z(cp(y» stands for sum of terms obtained 
by pairing cp(x) chronologically with one of the cp(y) 
fields in all possible ways. Obviously 

Taking the VEV of (III. 4) we obtain 

(T: Kl (cp(x»cp(x): : K2(cp(y»: >0 

o 
=(T: K1(cp(x»:: ocp(y)Kz(cp(Y»:)o(TCP(x)cp(y»o 

as the VEV of the first term in Eq. (III. 4) is zero. 

(c) For the case when a multiplet of fields 4>(x) is 
present we have13 

(TI< 1(4) (X»4>ij(X)1< 2(4) (Y)))o 

= (T1> ij(X)4> kl (Y »o\T I< 1 (1) (x» a4> ~I(Y) I< 2(1) (y n) 0 • 

(III. 5) 

In view of Eq. (1. 3) we obtain 

(T I< 1 (4) (x»4> ij(X)1< z(4) (Y»)o 

= ~(x- Y)(TKd4> (x» fj4>:i I< 2(1) (Y»)o' (III. 6) 

Any superpropagator with derivatives can be reduced 
to a sum of superpropagators without derivatives by 
repeated use of Eq. (III. 6) to pair off all fields having 
derivatives. 

(d) Let us now assume that fields with derivatives are 
at the point x only. Let us furthe r assume, for sake of 
definiteness, that there is only one derivative present, 
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i. e., we are considering the superpropagators of the 
form 

(T) (CJI (x))a "CJI (x),,,,)' (CJI (ymo 

== a~A(x - y) (T] (CJI (x» (JC)ty)",,J' (CJI (y») o. (m.7) 

If we replace a"CJI(x) by <I>(x) in the left-hand side ex
pression we get 

(T] (CJI (x»CJI(x),,,,J' (CJI (ymo 

== A(x - y) (T] (<I> (x» 04> ~ )",,J '(CJI (y») o· 

Hence 

(T] (<I> (x»a" <I> (X), .. ,)' (CJI (Ymo 

== (a ':, AI A)(T] (CJI(X»CJI(x),m]' (CJI (y}»o. 

It is obvious that this result is a general one. For ex
ample, we have, 

(T](<I>(x))D(l)<I>(x) • "D(~)c)(x) J'(CJI(Y)})o 
" 11"'1 % 'r"'r 

X (T](CJI(x»CJI(x), IlL" 'CJI(X)I lit ]'(CJI(y)))o, 
1---.1 ,. r 

where D!I) ..• D!r) are the differential operators at 
the point x. 

(III. 8) 

Thus superpropagators having fields with derivatives 
at one of the points and no derivatives at the other are 
related in a simple way to superpropagators obtained 
by replacing fields with derivatives by fields without 
derivatives. As an example, we will have 

(T(exp[XCJI(x)]a "CJI(x) exp[- XCJI(x)])1} e:r(YI)o 

== (a "AI A) (T(exp(XCJI(x)] CJI(x) exp[- M(x»)>'i 

x e!T(Y»o 

== (a "AI A)(TCJI (X)'i e!~(Y»o 

== (a"AI A)(TCJI(x)uXCJI(Y)kl)O 

==X5i/5 Jk{a "AI A). 

IV. EXAMPLES FROM NONLINEAR LAGRANGIANS 

In this section we consider some examples of super
propagators with derivatives from nonlinear chiral 
Lagrangians. Using the methods of Sec. III these are 
related to scalar superpropagators without derivatives. 

Let P a(x), O! =0, 1, •.. ,8 be a nonet of pseudo scalar 
fields. Let us define the matrix P(x) by 

!I-, X" 
P(x) == ~ -nP a{x). 

aoO 

Then assuming the same masses for all fields we have 

(TP(X)IJP(y) . ..,) = %JkA(X - y). (IV. 1) 

A typical nonlinear Lagrangian for pseudoscalar 
mesons has the form 22 

L =-2~ {a"M'a"M} +{A(M + M t )}, (IV. 2) 
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where A is a numerical matrix. In exponential param
etrization23 

M ==expliXP(x)] 

and for rational parametrization 

M==[l +t"AP(x)][l- iAP(X)]-l. 

(IV. 3) 

(IVA) 

If other fields, for example, fermions or gauge fields 
are present, then (Mfa "M)IJ and (Ma "Mt)IJ also appear in 
the coupling. We will work with the exponential 
parametrization. 

Using24 

:~ explH(!;)]== II dtexp[(l- tW(!;)] ~1 exp[tH(~)] 
o (IV. 5) 

for a matrix function H(!;), we have lO 

{o" exp[xP{x)]a" exp[- XP(x)]} 

and 

== fol fol dtdu{exp[X(l-t)P]a"P{x)exp(XtP) 

xexp[- X(l-u)P]a"P{x)exp(-xuP)} 

== t 101 

dt du{a "P(x) exp[X(-l + t +u)p]O,.P 

xexp[- X(-l +t +u)p] 

exp[AP(x)] a" exp[- AP(x)) = lot exp(XtP( a"p(x) 

xexp(_ AtP) dt. 

Thus we only need to consider superpropagators involv
ing the following functions: 

a "P(x) exp[;\.P(x)]avP(x) exp[- AP(x)], 

exp[,xP(x))a"P(x)exp[- AP(x)], 

exp[;\.P(x»). 

(IV. 6) 

For the superpropagators involving the fields with 
derivatives at one of the points only, formula (Ill. 8) 
directly relates them to superpropagators without 
derivatives. Therefore we shall now discuss examples 
of superpropagators with derivatives at both the points. 

When derivatives are present at both the pOints x and 
y we pair off all the fields with derivatives at one of the 
points. Then we are left with a superpropagator with de
rivatives at one of the points for which results of the 
previous section are applicable. To contract fields P(x) 
with the exponential function exp[AP(y)] we cast the 
relation25 

in the following two convenient forms: 

fA P(x)}{exp[AP(y)]B} 
~ 

1 
=AA(x - y);; {exp[xtP(y)]A exp[A(l - t)P(y)18}dt 

o (IV. 8) 

and 
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{P(x)A exp[XP(y)]B} 
L..--.J 

=A6(x - y) r {exp(xtP(Y)1A}{exp[X(1- t)P(Y)JB}, 
o (IV. 9) 

where A and B are any two operator or c-number 
matrices. 

Example 1: Let 

(T(exp[XP(x)]a I'P(x) exp[- XP(X)])iJ 

x (exp[x' P(Y) 1a "P(y) exp( - A' P(y) ])_,)0 

= () ,,6 klS~lJ + 6 116 JkS~2J • 

Then 

9S~1: + SS<I'a.! 

and 

"" (T{exp[AP(x)]a,..p(x)exp[- XP(x)]} 

X {exp[- x'P( y)] a"P(y) exp[x' P(Y)]})o 

= (T{a ,..p(x)}{a"P(y)})o 

3S~1: + 9S~': = (T{explxP(x)]a ,..P(x) exp[- AP(x)] 

x exp[i\.' P(y )]a~p(y) exp[ - A' P(Y)]}}o. 

(IV. 10) 

We first pair off a ,..P(x) and then make use of the result 
(In. 8) of the previous section to get26 

3S(lj + 9S(2) 

= ata~6(x - y)(T{exp[- AP(x)]exp[A'P(y)]} 

x {expl- A' P(y)] exp[xP(x)]})o 

+x' i3t 6 (x - y) f dt (T{exp[- xP(x»)explx'tP(y)]} 
o 

x {exp[A't' P(y )]a~p(y) expL- AI p(y}1 exp[AP(x)l})o 

- A'o~6(x - y) fol (T{expl- xP(x)]explx'p(y)]a~P(y) 

x explx' t' P(y) ]}{exp[ - A' tP(y )]exp[xP(x)]})o 

= at()~6(x - y)(T{expl- AP(x)]explx'P(y)]} 

x {expl- A' P(y)] exp[xP(x)]}}o 

+ (i3-;'6a~6/ ~){x, fo 
1 

(T{exp[- xP(x)]exp[x'tP(y)]} 

x {expl- x'tP(y)]P(y)exp[xP(x)]}>o dt + A' - - A'). 

(IV. 11) 

Example 2: Now we reduce the superpropagator 

S,..yPa = (T{explxP(x)]a ,..P(x) expl- xP(x)]ayp(x)} 

x {explx'p(y)]a ~(y) expl- A' p(y)]a.,p(y )})o 

to the sum of superpropagators without derivatives. 
First contract a,..p(x) and ()"P(y) in all possible ways by 
making use of Eqs. (IV. 8) and (IV.9). We thus get 
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+(A'--A', p-a), (IV. 12) 

where 

S~lj = (T{exp[XP(x)]a ,..P(x) expl- AP(x)] 

x exp[ - X' p(y)]a aP(y) exp[;>t' P(y) mo 
= a~a~6(x - y)(T{exp[- xP(x)]exp[- A' P(y)]} 

x {exp[A' P(y)] exp[xp(x)]}>o + X'()~6(x - y) 

X fol ({expl- AP(x)] exp[- x' tP(y)]} 

x {exp[- A't' P(y )jo.,p(y) explx' P(y )Jexp(xp(x)]}>o dt 

1 

- A'a;'6(x - y) f ({exp[- XP(x)]expL- ;\'p(y»)a.,p(y) 
o 

x explX'tP(y»)}{explx't' P{y)] exp[AP(x)]})o dt 

= a~a~6<T{exp[- xP(x)]expl- A' P(y)]} 

x {exp[A' P(y») exp[AP(x)]}>o 

+ [X'(i3~6a~6/~) fo 1 dt(T{exp[- xP(x»)expl- A'tP(y)]} 

x {expLx' tP(y)]P(y) exp(xp(x)]})o + A' - - A'l (IV. 13) 

Similarly, 

5(2) - r(aX oY6al'~/6) ,",pa--" ~ p a 

x{ dt(T{exp[- xP(x)]exp[- x'tP(y»)} 
o 

x {exp[AP(x») exp[x'tP(y)]P(y)})o 

x[x' ff dtds t(T{exp[-xP(x)]exp[A'tsP(y))} 

x {expL- A'tsP(y)]p2(y)exp[xP(x}J}>o + X - - xl 

- A' (a;.~a~6a~6/ 6)ff dt ds(T{expl- AP(X)] 

xexpl- A' (t - S)P(y)]P(y)} 

x {explxp(x») exp[x' (t - s )P(y) lP(y)})o' (IV. 14) 

One of the aims of the above exercise was to show that 
for superpropagators involving any two of the functions 
(IV. 6) it is sufficient to calculate the superpropagator 

(T{expll-L IP(X») expll-L3P(Y) l} {expll-LzP(x») exp[1-L4P (y )1}>o· 

(IV. 15) 

It must be emphasized that the simplication achieved 
by the use of result (ITI. 8) is tremendous. If, for in
stance, in the second example above we do not use (III. 8) 
and proceed to pair off aU the four fields with deriva
tives we will end up with the task of evaluating super
prop~gators of type (IV. 16) with m and n ranging from 
1 to 6, as compared to the present range 1 to 2 when the 
result (III. 8) is used. The superpropagator (IV .15) is a 
special case of matrix superpropagators 

A.K. Kapoor 976 



                                                                                                                                    

(IV.l6) 

which will be considered in the next section. If we start 
with some parametrization other than the exponential 
one, then we will encounter superpropagators of type 
(IV .16) with some other functions replacing exponen
tials. However, all such superpropagators can be cal
culated once we know superpropagators of type (IV. 16). 

V. THE SUPERPROPAGATOR (eIJ,<t> (x)® •• '®eIJm+n<t>(y)o 

In this section we first evaluate the superpropagators 
(1. 6) and (1. 7) as an example of the method of Sec. II. 
We will then show that the evaluation of superpropagators 
of type (IV. 16) can be considerably simplified by relat
ing various superpropagators to each other. 

Example 1. Let <l> (x) be a 3 x 3 Hermitian matrix 
field. Then 

(T{exp[A1<l> (x)] explA2<p (y)]})o 

~ 1 dUexp(- {uTU}){exp(A1CU) exp(A2CuT)} 

=1 dZdHn IZJ-z,,14exp(-{ZtHZH-1}) 
J<" 

where we have used (II. 15) and defined 0"1 ==A1C and 
0"2 == A2e. Using (II. 26) we obtain 

1 dH exp(- {ZtHZII1}){exp[O"lZ]IIl exp(0"2Zt)H} 

== ('lT2/ IZ1- ZsI2IZ2 - Zs12) 

X 1 dH'exp(_l zsI2_{z,tH'Z'H'-1}) 

x tXP(a" ,) exp(a,,:) + {exp(a ,Z' )8'-' exp(a,z'~H'} 

+ {( exp(O"lZ '! -exp(O"lZS») H'-l 
Z -Zs 

x (exp(0"2z ,t) -eXP(0"2zt»)H'~ 
Z'T _ z: ~. 

(V.2) 

exp(a Z ) - exp(a Z ) +exp(a Z )exp(a z*) + 1 1 1 2 
1 1 2 2 Zl _ Z2 

x exp(0"2zt) - exp(a2zt) + exp(a1z2) - exp(a1zS ) 

Z~-Z: Z2-ZS 

x exp(a2zt') - exp(a2zt) + 1 
z~-z: Iz1 -z2 12 
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x (exp(U1Z1) - exp(u1zS) _ exp(0"1Z2) - exp(U1Z3») 
Zl - Zs Z2 - Zs 

x (exp(u2zt) - exp(u2zt) exp(u2zi) - exp(u2zt »)] 
zt - zt - z: -zt • 

Using (V.3), we get for (V.l), 

(T{explAl <P (x)] explA2<p (Y)]})o 

=1 dZ n IZJ-z,,12exp(-lzlI2_lz212_lz312) 
J<" 

x lI:exp(u1z" + <12zt) + 3E1 (a 17 z)E1 (<12, z*) 

" 
+ E2(<1 17 z)E2(0"2' z*) + 2E1 (au z)E2(0"2' z*)I:zt 

" 
+ 2E2(0" l' z)E1 (a2, z*)~z" + E2 (<1 17 z)E2(a2, z*) 

" 
x (2~ Iz,,12 + ~ (z1z" +ztZj)], 

k J<" 

where the functions Eo, Eu and E2 are defined in 
Appendix A. 

(V. 3) 

(V.4) 

The integrals in (V. 4) are similar to those discussed 
in Ref. 7 and can be evaluated by using techniques de
veloped in statistical mechanics. 9 We first note that 
n J<" 1 Z J - Z" 12 is the square of the absolute value of the 
Vandermonde determinant, 

1 1 1 2 

n IZJ-z,,12= Zl Z2 Zs (V. 5) 
J<" Z2 1 Z2 

2 
Z2 

S 

3 E* Z" ~zt2 

= Ez" 6ztz" Ezt2z" (V.6) 

6z~ ~ztz; .0zt2Z: 

One of the integrals in (V.4) is 

1 dZ n IZJ-z,,/2exp(-lz1/2_lz2/2_lzs/2) 
J<" 

x.Bexp(O"lz" +0"2Z:>' (V.7) 

" 
We substitute (V.6) for nJ<"lzJ -z,,1 2. Since the inte-
grand in (V. 7) is completely symmetric in z17 Z2' 
and Zs we replace the first column of (V. 6) by 3, 
3z u and 3z~. We then eliminate Zl from the other two 
columns by subtracting suitable multiples of the first 
column. This process can be repeated once again with 
Z2 and Zs to give 

1 dZ n !zJ-z,,12exp(-lzlI2_lz212_lzsI2) 
J<" 

x.Bexp(O"lZ" +U2Zt) 
" 

X Zl ZiZ2 zt2zs .0 exp(0" 1Z" +0"2Zt>. 

" 
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Each of the three integrals in (V. 8) can be evaluated by 
integrating each column separately and using 

J dzexp(-/z/2)zmz *n=1Tr(m+1}omn' (V.9) 

The integral (V. 7) then becomes 

6(6 + 6l; + l;2)eC, 

where l;=<71<72=AIA2C2=AIA2A(x-y}. 

In the integrals involving El and E2 we use the for. 
mulas (A6), (A7), and (V. 6). For example, 

E2 (<7 U z)E2(<7 2,Z*) n IZj-ZkI2 
j<k 

3 6zt 6e"2~: 

== 6Zk (V. 10) 

Again arguments, similar to those leading to (V. 8) 
from (V. 7), give 

J dz1dz2dz3exp(-l z t\2_\Z2\2 -\Z3\2) 

x (6Izk\2) n IZJ - zkI2E2(UU z)E2(U 2,Z*) 
j(k 

= 6 J dZ l dZ 2 dZ 3 exp(-I Zl 12 -I z212 -I Z312)6 1 Zk 12 
k 

1 z* 2 
eO ~* 2 3 

X Zl ztZ2 e"24' Za 

eOl"l zteo1Z2 e02Z~ e"lZ3 

~6(l; eC +4ec - 5l; - 4). 

Other integrals in (V. 4) are calculated in a similar way 
and we finally get 

(T{exp[Al<P (x)] exp[A2<P (y )mo 

= (l; - 3) + (6 +4l; + l;2/2)ec, (V. 11) 

where the normalization constant has been fixed by 
noting that the left. hand side has value 3 for l; = O. 

Example 2. The second example we wish to consider 
is 

978 

~ J dUexp(-{Ut U}){exp(A 1cU)exp(A2cut)} 

x {exp(A3cU) exp(A4cutj} 

=J dZ n IZj- ZkI 4 J dHexp(_{ZtHZH"l}) 
i(k 

(V. 12) 

x {exp(u lZ)H"l exp(0'2Zt)H}{exp(0'3Z)H"1 exp(u 4Zt)H} 

~J dZ n IZj-zkI4(1/n IZl-z312)exp(-\z3\2) 
i(k i(~ 

x J dR' exp(- {Z,tH'Z'H'ol} 

x ~ e"P(a,', + a,':) + {e"P(a, Z' )R'·' e"P(a ,z")H') 

+ {(eXP(UIZ'~ - exp(U1Z3»)H,ol 
Z -Z3 
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x [exp(U3Z3 +U4Z:> + {exp(u3Z')HI-l exp(u4Z,t)H'} 

+ { (exp(u3z:) - exp(U3Z3»)H'Ol 
Z -Z3 

x (eXP(u4z;t) - exp(u4z~) )H'( eaaz
: - e

a3
•a)H,·t 

Z - Z3 Z - Z3 

X (exp(u2z,t) - exp(u2Z~»)H' l) (V. 13) 
Z,f _ zt ) , 

where we have again defined Uk = CAk and used (II. 28) 
in the last step. The integrals, in (V. 13), over the 
2 x 2 matrix H' can be written down immediately by 
making use of (II. 28') and (II, 29'). We define 

Pk=exp(u1zkl, Qk=exp(u2z:l, r k=exp(u3z k), 
(V.14) 

and 

(V.15) 

Using (II. 28') and (11.29') to write the H' integration and 
noting relation (A9) we obtain 

(T{explAl<P (x)] explA2<p (y)]) 

x {exp[A3<P (x)] explA4 il> (x)]})o 

~J dZ n IZj-zkI2exp(-6 \Zk\2)T(z), (V. 16) 
j<k k 

where the integrand T(z), after some algebra, can be 
written in the form 

T(z) =[6PiQj + 6P jkQjk + E2(uu z)E2(U 2, z*l] 
I j(k 

x [6r1SI + ~RjkSJk + E2(U 3, z)E2(U4 , z*~ 
I J<k J 

+ 6PJkQJkE2(a3, z)E2(C14 , z) 
j(k 

+ ~RjkSjkE2(Ul> z)E2(a2, z*) 
j(k 
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The expression for T can be written as 

T(z) =2) TIr(z), 
k 

Tl(z) = (~Plq,) (~r,s,), 

=~exp(O'lzl +0'2zt)~exp(0'3z, +0'4Z t), 

T2(Z)=~P,q, ~RJIrSJIr +~r,s, ~PJIrQJIr 
'J(k 'JO 

(V. 18) 

(V. 19) 

(V.20) 

T 3 (z) =6 p,q,Ea(O' 3' z)Ea(0'4' Z) + (0'1 - AS, 0'2 - 0'4)' 
, (V.21) 

T4(z) = 4E2(0' 10 z)E2(0'2' z*)E2(0' 3' z)E2 (0'4' Z*), (V. 22) 

T;(z) = 2E2(O'1O Z)E2 (O'u z*) ~RJIrSJIt. (V. 23) 
J(1r 

(V. 24) 

(V.25) 

(Vo 26) 

(V.27) 

Integrals involving TI-T3 can be evaluated by methods 
similar to those used in the previous example. For 
evaluation of the integrals of T4-T9 see Appendix B. 

All superpropagators of type 

(V.28) 

can be evaluated by contracting various indices in all 
possible ways and then by applying the method of Sec. II 
to the resulting scalar superpropagators. However, 
we shall now give a simple method of getting some iden
tities between the various scalar superpropagators so 
obtained. These identities simplify the calculation of a 
superpropagator of type (V. 28) to a considerable extent. 
We illustrate this by means of examples of (V. 28) with 
m,n"i;2. 

(a) m=l,n=l 

The matrix superpropagator 

(T "1 ~(" t "2. (y" 
e'J elli 10 

can be written as 

61J6klSl + 61i6 JirSa, 

where 
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(V.29) 

(V. 30) 

(V.31) 

and 

=51,l(IJ. U IJ.2)' (V. 32) 

The superpropagator (V. 29) was calculated by Ashmore 
and Delbourgo by first calculating St,t(IJ.t; IJ.2) and then 
relating Sl 1 (IJ.u IJ.a) by solving a set of recurrence rela. 
tions. Her~ we give another method of obtaining a rela. 
tion between (V. 31) and (V. 32). Consider 

= (T{4> (x) exp[IJ.l4> (x»)}{exp[IJ.a4> (y»)})o 

= IJ.2A(x - y ) (T{exp[IJ. 14> (x») exp[IJ. 2 4> (Y)]})o, (V.33) 

where in the last step we have paired off the field 4>(x) 
using Eq. (IV.8). Equation (V. 33) gives a simpler way 
to evaluate 51, I (IJ. u IJ.2)' 

(b) m=2,n=1 

In the case of superpropagator 

(T e"I·($) elLa.<><t e"s.(Y) (V. 34) 
'lit '2J2 kl 0 

we must know the following scalar propagators: 

S2,1(IJ.1; iJ. 2; IJ. s) 

== (T{exp[IJ. 14> (x)]} {exp[IJ. 24> (x)]} {exp[IJ. 34> (y)]})o, 
(V. 35a) 

= (T{exp(IJ.I4> (x)] exp[IJ. 24> (x)] exp(IJ. 34> (Y)]})o' (V. 35e) 

Of the five superpropagators listed above, 
S2,1 (IJ.u IJ. a; IJ. a) can be calculated by using (II. 7). 
S2, 1 (/-Ll' IJ. a; IJ.a) and 5a,l (IJ.1I /-L2' IJ.a) are of the same form as 
Sl,l(/-Ll;1J. 2) and SI,I(IJ. H IJ.2)' respectively. Finally, de
rivatives of S2 1 (1J.1; IJ.2; IJ. 3) w. r. t. IJ. 1 and lJ.a are seen to 
be linear combinations of Sa,l{IJ.a, /Jo 3 ; /JoI) and 
S2,1(IJ.3' IJ. 1 ; IJ. 2), by an argument similar to that used in 
derivation of (V. 33). Hence one can solve for 
52,1 (IJ.2' IJ. 3; IJ.1) and 52,l(IJ.3, IJ.1;1J.2)· 

(c) m=2,n=2 

For the matrix superpropagator 

(T e"l.($) e"2.C,,, e"3. b ) e"4.(3/) 
IIJI 12J2 kIll kala (). (V. 36) 
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one can again write down the scalar superpropagators 
which must be evaluated. Of these some can be evaluated 
using representation (II. 7) and some of the others can 
be related to derivatives of these. The only cases which 
are not covered in this fashion are 

== (T{exp[/-L 1 <P (x)] exp[/-L s<P (y )]}{exp[/-Lz<p (x)] exp[/-L4<p (y)l}>o 

(V. 37) 

and 

== (T{exp[/-L 1 <P (x)] exp[/-L s<P (Y)] exp[/-L z<P (x)] exp[/-L 4<P (Y)]})o' 

(V.3B) 

Evaluation of (V. 37) has already been discussed and 
(V. 3B) can be calculated in a similar way. 

Therefore all superpropagators of type (V. 2B) can 
be evaluated. Of these only superpropagators with 
m, n'" 2 are needed for evaluation of superpropagators 
with derivatives. 

VI. CONCLUSION 

All the matrix superpropagators with or without de
rivatives needed for second order graphs can be eval
uated by the methods presented here. 

In the above discussion we have worked with exponen
tial parametrization. However, one need not restrict 
oneself to the exponential parametrization; the whole 
discussion can be carried over for any other parame
trization. The case when <p(x) is a symmetric Hermitian 
matrix is also of interest for its application to gravity 
modified theories. In this case result (II. 5) is valid ex
cept that integrations will now be over all complex 
symmetric matrices and the volume element will be 
dU==IT'''JdUW A method of integration over complex 
symmetric matrices is therefore needed. 
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APPENDIX A 

In this appendix we derive some useful results. Let 
U denote a 3 x 3 matrix. The matrix U will satisfy an 
equation of the form 

(AI) 

where Pl' P2' and Ps are scalar functions of the matrix 
U and can be expressed in terms of {U"}, n== 1, 2,3. 
Hence any matrix function of U, such as exp(xU), can 
be written as 

(A2) 

where Eo, E l • and E2 are functions of Pl , Pa' and Ps' 
Thus, for a diagonal matrix Z (ZI/==ziO,/), 
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(A3) 

Eo, E1 , and Ea will be functions of X and z. If the diago
nal elements of Z are distinct, then the three equations 

exp(xzl ) ==Eo +zlEl +ziEz, 

(A4) 

obtained by equating diagonal elements of both sides of 
(A3), can be solved for Ell to obtain 

eA"l Zl z~ / 1 Zl z~ 
Eo(x, z) == eA

"2 Z2 z~ 1 Z2 z~ , 

eA"s Zs z; 1 Zs z~ 

(A5) 

1 eAlIl ZZ 

/ 
1 Zl ZZ 

1 1 

E 1(X,z)== 1 eA"z ZZ 1 Zz ZZ , (A6) Z Z 

1 ehs ZZ 1 Zs ZZ 
3 S 

and 

1 Zl e
A

"1 / 1 Zl zi 

E 2 (X, z) == 1 za eA-"2 1 Zz z~ 

1 Zs eAlls 1 Zs z; 
(A7) 

It must be noted that Ell are completely symmetric 
in Zu zz, and zs' 

For use in Sec. V we record the following formu
las for the E's: 

(AB) 

and 

_1_(exp(XZ1) - exp{xzs) _ exp(xzz) - exp(xzs») == Ea. 
Z 1 - Z2 Z 1 - Zs Z2 - Zs 

(A9) 

These results follow directly from Eqs. (A4). 

The left-hand side of (AB) can be written as (assum
ing j == 1, k == 2), 

exp(xz1) - exp(xzz) () exp[x(z1 - Z2) - 1] 
--''--'---'----''-'--~ == exp AZ Z 

Z1 - Zz Z1 - Zz 

== x exp(xzz) fo1 exp[xa (Zl - Z2)] da 

==x f01 exp[xaz1 + X(1 - a )zz] da. 
(A10) 

Equation (A10) can be put in the form 

exp(xzJ - exp(xza) ==x f da
1 

da
2 

8(a
1
)9(az)o(a 1 +a z -1) 

Z1 - za 

xexp(a 1z1 +aaza) 

== X fda 6(a 1 + a z + as - 1 )9 (a 1)8(<:y 2)o(a s) 

xexp(xa'z), (All) 
3 

where a • z == 6a"z. and da == IT ... da". Similarly, 
1<=1 
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Xexp(Aa ·z). (A12) 

If we expand exp(ACY . z) in powers of a and integrate 
term by term we obtain 

Am+2 

E2 (A, z) = 6 ( + 2)! ZrlZr2Z!:'S, rn ==6 rn j • 
mj;>O rn 

(A13) 

This power series expansion for E2 can also be obtained 
from Eq. (A7) directly. One can write down similar 
power series for Eo and El> 

(A14) 

and 

(A15) 

where 

Formula (A14) and (A15) can be proved directly from 
(A5) and (A6). 

In place of Ek('A, z) we will sometimes write 
Ek(A, zl> Z2' zs)· 

APPENDIX B 

In this appendix we discuss the details of the evalua
tion of integral (V.16) where T is given by Eqs. (V.18)
(V.27). As we have already remarked, Tl> T 2 , and Ts 
can be easily evaluated using methods of Example 1 of 
Sec. V. Therefore, we first consider "integrals of 
T4 , T 5 , and T6 • In all these integrands there is a factor 
of type 

o ! Z j - Zk !2E2(0" 1> Z)E2(0"~' z*) 
J<k 

which can be replaced by 

1 z* 2 e02"'; 

6 Zl ztz2 e02"'; Z 3 

eel "'1 zieOl"'2 e02"': eOl"'s 

(B1) 

(B2) 

inside the integral, by arguments similar to those used 
in writing Eq. (V.8) from (V. 7). In view of Eqs. (V. 15), 
(V.22)-(V.24), (All), and (A12) we first consider inte
grals of the form 

1 z* 2 e02"': 

J dZldz2dzsexp(-L;lzkI2) Zl ZiZ2 e02": Zs 

eOl zl eOl"i e"1"S+a2.rt 

xexp(O"sa'z +0"4~ ·z), (B3) 

where a = (CYHCY2>CY S) and a 'z=~kakzk' etc. As each 
column of the determinant in (B3) depends on only one 
of the integration variables, each column can be inte
grated separately to give 
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1 z* 2 eOz": 

X Zl ZiZ2 e02": Zs exp(O"sCY . z +0"4/3' z*) 

eOl"l ziiflZ2 e02"':+al"S 

1 1 e02": 

X Z1 Z2 e02": Zs 

eOl"1 e"1"2 e"2 .. ;+a1"S 

== :4 a!2 ~ 0"4
18

1 0"46: (a2 :a48s) 

I{ e"1"481 e"l "482 eal (a2+"483) 

X e"P(ap,_ • 8 + ap,o ,8,) } 

1 a 
== -;;--8 {D(O"u 0"2' 0"4' 13) exp(0"30"4CY . S +O"P2CY 3( 3)}' 

0"4 u 2 

where 
1 1 1 

Hence using (A12) and (B1)-(B5) we get 

f dZ 0 IZJ-zkI2exp(-6IzkI2) 
J<k 

== (0" l'4)Z f d/3Ii(6Sk -1)0 O(8k ) 

k 

x fda 1i(L:a k -1)0 B(cy k) 
k 

1 0 

(B4) 

(B5) 

(B6) 

x - ;a-[exp(0"30"4CY ,S +0"20"3CYs{3s)D(O"u 0"2' 0"4,13)], 
a 4 u 1-'2 (B7) 

Integrations over a can be immediately written down by 
making use of (A12). So the right-hand side of (B7) 
becomes 

a 
x a(32 [D(O" 1> 0"2' a 4' {3)E2(a 3' 0" ~l' a 4132, a 2 + a 4(33)]. (B8) 

The derivative aja{32 in (B8) can be transferred to the 
Ii and 0 functions to give, for (B8), 

- 0" 4 f d/J D(a 1> 0"2' 0"4' {3)E2(a S' C! 4(311 0"4(32' 0"2 + 0" 4(3S) 

x [1i'(L:;Sk - 1)O({3l)O(132)6({33) 

+1i6Sk- 1)O(Sl)Ii({32)6«(3s)] 

==-(]4! d/3licL{3k-1)1i({32)6«(3l)O«(3S) 
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where we have used the fact that the integrand in the 
term involving 6' is anti symmetric under exchange of 
131 and (32 and hence the integral of this term must be 
zero. The two 6 functions in (B9) can be utilized to 
carry out integrations over 13 2 and i33 , and (B9) can be 
written as 

I 1 I 

-U4!ol df31 Ui~l 0 u2 +u4 (1-13J 

eOl°b 1 exp[ul (u2 +u4 (1- (31))) 

(BIO) 

Using the notation ~ =u4 131 and 1) =°2 +°4 (1 - al) the inte
grand of (BI0) can be written as27 

1 1 1 

° 1) 

= exp(ol1))~ E2(03' ~,O, 1)) + exp(a 1~}7J E2(a 3' ~,0,1)) 

- (1) -~)E2(U3,~,0,1)) 

= [exp(a11)) -1] [exp(0'31)) -1111) - [exp(O'I~) - exp(ul1))] 

x [exp(u 3~ ) - exp(u 31))l/ (~ -1)) 

(Bll) 

Defining ~ = (~ -1))/2 and noting ~ +1) =uz +u4 the above 
expression can be put in the form 

[exp(u 11) ) - I ][exp(u 31) ) - 1111) + [exp(a 1~) - 1 ][exp(O' 3~) - 111 ~ 

= [exp(uIU -1][exp(u3~) -111 ~ 

+ [exp(a11) - 1][exp(u31)) -1111) 

- 2 exp[(ol +(3)(02 +(4)/ 2][cosh(u 1 +(3)~ 

- cosh(01-03)~1I~· (B12) 

Each of the three terms in the above expression can be 
integrated by choosing ~,1), I; as integration variables 
and expanding the integrand in a power series. 

Other integrals, TS-Tg are evaluated by essentially 
similar procedure as the above after making use of the 
steps mentioned below. 

(1) An integral involving Ts contains LJ<kRJI,SJk' 
which can be written as 

x exp(0'4z j) - exp(O' 4zt) 
zj - zt • 

Next we use Eq. (All) to substitute 

(BI3) 

Rjk=uS J da 6(~a j - 1)8(a j)e(a k)6(a j) exp(a3Cf • Z), Uj, k 

(BI4) 
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and use similar expressions for Sw The rest of the steps 
are similar to those for T 4 • The integral of Ta is exactly 
similar. 

(2) For T7 we substitute for P Jk and Q Jk from Eqs. 
(V.15) and (AS) to get 

6PJk QJk 
J<k 

= 6 [E1 (a1> z) + (zJ +zk)E2 (a1> z)] 
J<k 

+ 2(6z k )E2 (a l' z)E1 (0'2' z*) 

+ 2 (6 zt)E2(0'2' Z*)E1 (au Z) 

+ 2 [61 Zk 12 + 6 (z jzt + zjZ)E2 (O'u z)E2 (0'2' z*). 
k J<k 'J (BI5) 

Next we use (A6) and (A 7) for products of E's. The ex
pression LJ<kRJkSjk is Simplified in the same way as 
outlined for Ts above. 

The evaluation of an integral of T 8 is exactly parallel 
to T7 • 

(3) Finally, for Tg we use (AS) 

1 1 
Tg = (ZI _ Z2) (P13R 23 - P 23R 13) (z~ _ zt) (Q13S23 - Q23S13) 

(BI6) 

where dots stand for other terms obtained by inter
changes 0'1 -0'3 and U 2 -0'4' We now use Eq. (A6) for 
El and Eq. (A12) for E2 and retrace the steps of the 
evaluation of T 4' 
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19If g is an N component column, A, B, Q are N xN matrices 

independent of g, and Q is positive definite Hermitian, then 
the following results hold: 

J 
1fN 

dg exp(- gt Qg) = detQ' 

1fN 1 J dgexp(-gtQg)!lAg= detQ Tr(AQ-), 

and 

N 
=-1f-[Tr{AQ-I)Tr(BQ-l) + Tr{AQ-1BQ-I)j 

detQ ' 

where dg= n~=1dg~ and the integrals are over all complex 
values for each gk' These results are easily proved by first 
changing variables to h = Ql/2g and then reducing the resulting 
integrals to Gaussian integrations. For example, the third 
integral above becomes, on a change of variables, 
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(detQ)-I(Q-l/2AQ-l/2)U(Q-l/2BQ-l/2)kl J dh exp(- hth)htnJh:hl' 
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J dh exp(- hth)hjh1h:h l = C(lillli~l + liulin)· 

Contracting the indices we get 

CN(N + 1) = J dh exp(- ht h)(ht h)2 

= S (n~~) exp(- ~ ~ 1 h~ 12) (~ 1 h~ 12)2 

= J(n~h,.Jexp(-~~lhkI2) 

x[~ I hkl4 + 2~J<I! 1 hJ 121 h~12l 

= rrH[2N + 2N(N -1)/2], 
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Existence, uniqueness and properties of the solutions of 
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The Boltzmann kinetic equation for a weakly ionized gas in the presence of a time dependent exterior 
electric field and a static exterior magnetic field has been transformed into an integral equation. Existence 
and uniqueness theorems have been proved for inverse power-law potentials of the form A/r' with s> 3 
and for a large class of initial distribution functions. For soft potentials (3 < s::; 5), these theorems have 
been derived from the general properties of the integral operator. For hard potentials, 5 < s ~ + 00, where 
no general properties of the integral operator can be directly proved, an iteration procedure which 
constitutes the main part of the present work has been developed. In each case, some important properties 
of the solution have been established. 

I. INTRODUCTION 

The theory of ionized gases in the presence of elec
tric and magnetic exterior fields, 1 leads to a system of 
integrodifferential equations describing the evolution 
of the distribution function of each type of particles. 
Generally, these equations which are similar to the 
usual Boltzmann equation in kinetic theory, are not in
dependent. However, when the ionization is weak,2 it is 
possible to neglect in each equation the terms involving 
the collisions between charged particles. It remains 
then, for each charged component a reduced equation, 
the general form of which is given by 

(1.1) 

where f(r, v, t), q, and m are, respectively, the dis
tribution function, the elementary charge, and the 
elementary mass of the type of charged particles con
sidered, and where fn (r, v n' t) is the distribution function 
of the neutral particles. The vectors E and B denote, 
respectively, the exterior electric and magnetic fields. 

The present work is devoted to the resolution of Eq. 
(1. 1) under the following assumptions: 

(i) the magnetic field B is uniform and independent of 
time, 

(ii) the electric field E(t) depends only on the time t, 

(iii) the velocity distribution function of the neutral 
particles is a Maxwellian distribution function given by 

fn(r, vm t) = f.(v.) = a exp(- !3.v~), 

( 
M )3 /2 M 

a=N 2rrkT ,!3.= 2kT ' 
(1. 2) 

where N, M, T are, respectively, the density, the ele
mentary mass, and the temperature of the neutral 
particles, and where k is the Boltzmann constant. 

The two- body interaction between a charged and a 
neutral particle is described by inverse power force 
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laws AirS, where 3 < S '" + 00, the limiting case s = + 00 

corresponding to the interaction of rigid spheres. 

Moreover, for power-law potentials with s < + 00, an 
angular cutoff has been introduced which excludes the 
grazing collisions. This mathematical trick, which was 
first used by Grad, 3 allows us to split the collision 
operator K, defined by Kf=j) (f,J.) , into two parts and write 

Kf=-lIf+Hf, (1.3) 

where f - IIf is a multiplication operator by a function 
and where H is an integral operator the kernel of which 
is defined over ~ x~, where ~ is the whole three-di
mensional velocity space. The Eq. (1.1) reduces then to 

E.L+(r+ vxa). Et=_ IIf+Hf. at av 
(1.4) 

This last equation differs, however baSically, from 
the linearized Boltzmann equation in the kinetic theory 
of neutral gases. Indeed, the integral operator defined 
by the collision operator of the latter one, which has 
been studied by Hilbert' and Hecke5 in the case of rigid 
spheres and by Grad3,6 and Cercignani7 in the general 
case of power-law potentials with angular cutoff, is 
completely continuous in the Lebesgue function space 
L2(~)' whereas for hard potentials (5 < s '" + 00) the 
integral operator H of Eq. (1. 4) verifies much weaker 
properties. 

In Part I of the present work, we investigated sepa
rately the cases 3 < S '" 5 (soft potentials) and 5 < S '" + 00 

(hard potentials). 

After a transformation of Eq. (1.4) into an integral 
equation, we establish in Sec. II the general properties 
of the corresponding integral operator. For soft poten
tials, these properties allow us to prove in Sec. III, the 
existence and uniqueness of the solution of equation 
(1.4) for a wide class of initial conditions. 

On the other hand, for hard potentials, where no gen
eral properties of the integral operator can be directly 
proved, an iteration procedure similar to that given in 
Ref. 8, has been developed. The proof of the conver-
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gence of this procedure which is based on a careful 
construction of majorants, constitutes the main part of 
the present work. The details of our method are given 
in Sec. IV for the particular case of rigid spheres. In 
this case, the basic theorems on the existence and uni
uniqueness of the solution of the integral equation form 
of the Boltzmann equation (1. 4) as well as some prop
erties of this solution in connection with those of the 
resolvent kernel, have been established. 

The general case of hard potentials (5 < s < +00) to
gether with other important topics such as the proof of 
the existence of the moments of the solution, will be 
treated in Part II. 

II. INTEGRAL FORM OF THE BOLTZMANN 
EQUATION AND PROPERTIES OF THE KERNEL 

A. Integral form of the Boltzmann equation 

In order to set up solution procedures for a wide class 
of initial conditions as well as for general laws of inter
action between electrons and neutral particles or ions, 
it is useful to transform the Boltzmann equation from 
an integrodifferential to a purely integral form. The 
simplest procedure to achieve this transformation is to 
consider Eq. (l. 4) and integrate both sides along the 
characteristics of the differential operator D, 

D=2. + (r +VXO).~ at OV, 
(2.1) 

while taking into account the proper boundary conditions. 

The equations of the characteristics of (2. 1) are given 
by the general solution of the differential vector 
equation, 

(2.2) 

One particular solution of (2. 2) is given by 

(2.3) 

where I<. 0 (t-t') is the rotation operator of angle n{t - t ' ) 
around the vector O. The general solution of (2. 2) is 
therefore 

The integration of (2. 6) with respect to t yields 

f(St ,toU, t) =f(u, to) exp[ - it: II( 1St' ,t oul ) dt'] 

+ it:S (St' ,toU, t') exp[ - it~ II{ 1St" ,toul Jdf"]dt'. 

(2.8) 

By coming back, to (2. 8), to the variables v and t 
and according to the definition of S{v, f), we finally ob
tain the following linear integral equation verified by 
f{v, t): 

f{v, t) =f{SfO tV, to) exp[ - f II{ i St' tV I) dt'] 
t to I 

+ J;~ Ill. k{v, t, v', t')f{v', t') dV' dt', (2.9) 

where ~ is the three-dimensional velocity space and 
where the kernel k{v, t, v', t') is given by 

(2.10) 

Conversely, now let F{v, t) be a solution of (2. 9). 
According to the properties of the transformation de
fined by (2.5), F(v, t) also verifies Eq. (2.8). This last 
equation may be written in the form 

F{St tou,t)=F(u,to)exp[- fttll{ISt't ui)dt ' ] 
I 0 ' 0 

+ exp[ - .~: II( 1St" ,toul) dt"H: G(u, t') dt ' , 

(2. 11) 

where G{u, t') is given by 

G{u, t') = exp[ - ft~o II( i St" ,toul) dt"]5 (St',toU, t'). 

(2.12) 

According to a theorem due to Lebesgue, the deri-
vative of the function t - f/og(t') dt' , where g(f ') is a 
locally integrable function is equal to g{t) almost every
where. Hence, the time derivative of F{St,toU, t) exists 
almost everywhere and is given by 

:t F{St ,toU, t)= - II{I St ,toul )F{St ,toU, t) + S{St,toU, t). 

(2.13) 

v =1<. 0 (t-to)u + ft~1<. n (t-t' )r{t') dt I, (2.4) In view of (2. 4) and (2. 2), Eq. (2.13) may also be 

where u is the value of v at t = to. 

The transformation St~to : U - v = St ,t U defined by (2.4) 
has an inverse. Indeed by applying the

O 
operator I<. n (t o-t) 

to both terms of (2. 4), we obtain 

u=f~n(to_t)v- it~l<.o{to- t')r{t ' ) dt' =Sto,tV (2.5) 

and hence St~to=Sto,t. 

By performing the variable change defined by (2. 5), 
the Boltzmann equation can be written in the form 

:/(St, toU, t) = - II{ 1St ,toU I )f{St ,t oU' t) + S{St ,f oU' t), 

(2.6) 

where we have put 

[Hf]{v, t) =.5{v, t). (2.7) 

985 J. Math. Phys., Vol. 18, No.5, May 1977 

written in the form 

a of 
atF(v, t) + (r +vxO)· ov (v, t) = - lI{v)F(v, t) + .5{v, f). 

(2.14) 

This last equation is just the original Boltzmann equa
tion. It must be noted however that this result does not 
imply that the partial derivatives of F on the left- hand 
side of (2.14) exist and are finite separately. Only the 
sum of the two terms on the left-hand side of (2.14) 
exists almost everywhere. The original integrodifferen
tial equation is therefore satisfied in a generalized 
sense. 

In order to set up solution procedures for the integral 
equation (2.9), we will study in the next section, the 
baSic properties of the kernel of this equation. 
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B. General properties ofthe kernel k(v, t, v', t'l 

The properties of the function v(v) and of the kernel 
H(v, v') which have been established in Appendix B im
ply related properties of the kernel k(v, t, v', 1'). In the 
Lebesgue function spaces Lp(il), where il is the whole 
velocity space, a highly interesting property is given 
by the following theorem. 

Theorem 2.1: For soft potentials (3 < 50;; 5), the lin
ear operator Kt,t" generated by the kernel k(v, t, v', t'), 
(too;; t' ~ t~ t1) is uniformly bounded on the function 
spaces Lp(il), 1 ~ po;; + "" and Bf? (il). In order to prove 
this theorem, we consider the inequalities (B29) and 
(B37) of Appendix B. Using the fact that v(v) is a posi
tive function, we obtain 

.L. k(v, t, v', t') dv 0;; 1'(0), 

L k(v, t, v'; t') dv' < C2v(0), 

where C2 is a positive constant. 

Let f E Lp(il). For 10;; po;; +"", we have 

IIKt,t.Jllp = <i4 dvl I4k(v, t, v', t')f(VI dv'l P)l /p. 

Making use of the identity 

(2.15) 

(2.16) 

k(v, t, v', t')f(v) = [k(v, t, v', t ') ](P_l) /P{Jk(v, t, v', t')]l / Pf(v)} 

and of the fact that k( .) is a positive function, then, by 
HOlder's inequality, we see that 

I K t ,I.JI P = 114 k(v, t, v', t')f(v ') dv 'I p 

0;; (14 k(v, t, v', t') dv ' )P-l 

X It> k(v, t, v', t') If(v') I p dv'. 

Inserting the preceding inequality into Eq. (2.15), we 
obtain 

I K t ,I.f Ip < [C2v(0) )p-l It>k(V, t, v', t') If(v') Ip dv' 

and finally, according to Fubini's theorem, we can write 

IIKt ,t.Jllp < C2 (p_l) /Pv(O)lIjllp. (2.17) 

Similarly, according to the definition of the norm in 
L~(il), we obtain for P=+"", 

(2.18) 

Inequalities (2.17) and (2.18) hold for all values of 
t and t' belonging to a finite interval [to, td. Thus, since 
C2 and 1'(0) are constants, independent of t and t', it 
results that the linear operator K t I' is uniformly bound
ed on the function spaces Lp(il), l'o;;p 0;; +"". 

If the function f belongs to the set Bf? (il) of all bound
ed transformations on R. to il, then, by (2.16) and the 
definition of the norm in Bf? (il) , we have 

IIKI ,I' f 11 ;: sup I It> k(v, t, v', t')f(v') dv'l 
'FE'" 

0;; Ittll sup It> k(v, t, v', t') dv' < C2v(0) IIfli. 
TEt> 

(2.19) 
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Inequality (2.19) completes the proof of Theorem 2.1. 

For hard potentials (5 < 50;; +""), v(v) is a monotonical
ly increasing function of v. Consequently, Eqs. (B29) 
and (B37) as well as Eqs. (2.15) and (2.16) no longer 
hold. The procedure used above to prove Theorem 2. 1 
can therefore not be applied to the present case. More
over, for 5=+"" (rigid spheres), by using Eqs. (B14) 
and (B19), it is easy to disprove that KI,I' is uniformly 
bounded on Lp(il) (lO;;p 0;; +""). Nevertheless, as it will 
be seen in Sec. IV, the resolvent kernel of the kernel 
k(v, t, v', t\ verify, in the case of hard potentials, some 
highly interesting properties, the proof of which con
stitutes the main part of the present work. 

III. METHODS OF SOLUTION OF THE INTEGRAL 
EQUATION FOR SOFT POTENTIALS (3 <5';;;; 5) 

A. Existence and uniqueness of the solution 

Let B F (A) be the set at all bounded transformations on 
A = [to, td to F = Lp(il), 10;; po;; + "" and let Iljn 
=SUPIE[IO,11Jlljlllp be the norm defined onBF(A) which 
is a Banach space. Furthermore, letfto: v- fto(v) 
= f(v, to) be the initial distribution function (at t = to). 
We now present a proof of the following: 

Theorem 3.1: If the class Ito defined by flO belongs to 
the Lebesgue function space Lp(il), 10;; po;; + "", the in
tegral equation form of the Boltzmann equation, Eq. 
(2.9), has a unique solution in the function space BF(A), 
A = [to, t1 ]. 

Proof: Applying the method of successive approxima
tions to the integral equation (2.9), we obtain the follow
ing sequence: 

hn(V, t) = cp(v, t) + It: I", k(v, t, v', t')hn_1(v', t')dv'dt', 

ho(v, t) = 0, (3.1) 

where 

cp(v, t) =f(Sto,tV, to) exp[ - It: 1'( 1St, ,t V I) dt']. (3.2) 

We will first prove that 

Ilht ,n+l - ht ,",Ip 0;; (Np/2n) exp[2a(t - to)], (3.3) 

where Np = lilt 0 lip and where a is a positive constant. 

In view of (3.2), we have IIc;Ollpo;; liftollp=Np. Thus, in
equality (3.3) holds for n = O. We will assume now that 
(3.3) is satisfied at the order n - 1. Then, according to 
Eq. (3.1) and to the theorem of Sec. II. B, we have 

0;; (Np/2n) exp[2a(t - to)], 

and therefore inequality (3. 3) holds. 
If we denote the transformation t - ht ,n by hn' it fol

lows from the inequality (3.3) and from the definition 
of the norm on the Banach space B F(A) that the series 
(lIhn+l - hnll) are convergent. H~nce, the sequence iin 
converges on BF(A) to a limitfEBF(A) which is a solu
tion of Eq. (2.9). 
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Let us suppose now that 1 and l' are two different 
solutions of Eq. (2.9), belonging toBF(A). Then, if we 
apply the method of successive apprOXimations to the 
homogeneous integral equation verified by the differ
ence g=1-1', we obtain 

and, by repeating the same process, 

IIgt , .... lll,,,;; (n~nl)!;:: (t- W-111it,l11,dO. 

Furthermore, lIit ,1 11 p = IIgt lip";; IIgll < + "". Hence 

IIgn+1 11 ,,;; a"IIgII(tl - toNnl, 

which implies that limllgn+ll1 = a as n - "" and therefore 
1=1'. 

Corollary: If the function/to belongs to G=BAU:», the 
integral equation form of the Boltzmann equation has a 
unique solution in the function space BG(A), A = [to, t1]. 

Proof: Since/to EBA(~) and Kt,t. is uniformly bounded 
on BA(~) (See Sec. II. B) we get in a way similar to the 
above that 

IIh t , .... 1 - hl,nll ,,;; N /2 n exp[ O'(t - to)], (3.4) 

where N = II/toll is the norm of /10 in BA(~)' Hence, if 
we denote the transformation t - ht ,n by hn' it follows 
from (3.4) that the sequence hn converges on BG (A) to 
a unique limit/belonging toBG(A) and verifying the 
integral equation (2.9). 

B. Properties of the solution 

In order to establish some interesting properties of 
the solution, we start with the proof of two important 
lemmas. 

Let us consider the series of the iterated kernels of 
key, t, v', t'). If we denote the sum of the n first terms 
of this series by R(n)(v, t, v', t ') we have 

n 

R(n)(v, t, v', t') =.0 k(P)(v, t, v', t'), 
p=l 

where k (P) is the iterated kernel of order p. 

(3.5) 

Lemma 3.1: The sequence R(n)(v, t, v', t') converges 
for all (v, t) E ~ X [t 0, t1 ] and for almost all (v', t') E ~ 
x [to, t1 ], to a limit R(v, t, v', t'). For all (v, t) E ~x [to, t1 ], 

this limit is integrable on the set of all (v', t') E ~ 
x [to, t1 ]. The limit is also integrable on the set of all 
VE ~ for almost all (v', t') E ~x[to, t1]. 

Proof: According to the results of the preceding sec
tion, the sequence hn(v, t) defined by (3. 1) is uniformly 
convergent on~, provided that </J belongs to B II (~). In 
addition, by the definition of the iterated kernels, we 
have 

hn+l (v, t) = </J(v, t) + ft~ f4 R(n)(v, t, v', t ')</J(v~, t') dv l dt'. 

(3.6) 

Thus, since R(n) > 0, if we choose </J(v, t) = C, where C 
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is a constant, we find that 

Hence, according to the theorem of Beppo Levi, 9 the 
ascending sequence R(n)(v, t, v', t') converges for all 
(v, t) E ~x[to, t1 ] and for almost all (v', t') E ~x[to, td to 
a limit R(v, t, v', t') which is integrable on the set of all 
(v', t') E ~x[to, t1]. 

In order to prove the last statement of Lemma 3.1, 
we choose </J(v, t) > a and integrable. By Theorem 3.1, 
the sequence IIht,n+ll11 is uniformly convergent on the 
space (~. Hence, 

J.. dv l: f4 R (n)(v, t, v', t')</J(v', t') dv' dt' <Az(to, t1 ) < + "". 

Furthermore, according to the first part of Lemma 
3.1, we have 

lim j;~ fA R(n)(v, t, v', t')</J(v', t') dv' dt' 
n- C 

= 1,: fA R(v, t, v', t')cp(v', t') dv' dt'. 

Hence, 

fA dv It: fA R(v, t, v', t')cp(v', t~ dv' dt' 

=f/l cp(v', t')dv'dt'fAR(v, t,v/, t')dv<Az(to,tt). o A 

The last inequality implies that 

fA R(v, t, v', t') dv <As{to, tt) < +"" 

for almost all (v', t') E ~x [to, td. 

Lemma 3.2: For almost all (v', t') E ~x[to, tt], the 
resolvent kernel R(v, t, v', t'l verifies 

fA R(v, t, v', t'l dv= !I(V/). 

Proof: By Lemma 3.1, the following equality holds 
for almost all (u, 0) E ~x[to, t1], 

R(v, t, u, 0) =6 k(P)(v, t, u, e). 
p-t 

(3.8) 

Multiplying both sides of (3.8) by k(u, e, v', t') and in
tegrating with respect to (u, e), we obtain 

J,~ ~ R(v, t, u, e)k(u, e, v', n dude 

=.0 t fli k(P)(v, t, u, e)k(u, e, v', t') dude. (3.9) 
P"l t 

Furthermore, according to the definition of the iterated 
kernels, we can write 

1,~ E. k(P)(v, t, u, e)k(u, e, v', t') dudfJ 

= 1,! fA key, t, u, elk fI> leu, 0, v', t'l dudfJ 

=k(P+l)(V, t, v', t'l. (3.10) 

Substituting (3.10) into (3.9) and using (3.8), we obtain 
the following integral equation, verified by the resolvent 
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kernel for almost all (v', t') EO ~x[to, ttl: 

R(v, t, v', t') 

=k(v, t, v', t') + it: I~ k(u, 9, v', t')R(v, t, u, 9) dudO. 

(3.11) 

By Lemma 3.1, R(v, t, v', t') is integrable on the set of 
variables v EO ~ for almost all (v', t'). If, therefore, we 
integrate both sides of (3.11) with respect to v and apply 
Fubini's theorem, we obtain 

~ (t, v', t') = cp(t, v', t') + it~ I~ k(u, e, v', t') 

x!) (t, u, 9) dude, (3.12) 

where 

~(t, v', t') = I~ R(v, t, v', t') dv, 

cp(t, v', t') = I~ k(v, t, v', t') dv. 

According to Theorem 3.1, the integral equation (3.12) 
has a unique solution ~ (t, v', t') verifying 9 (t, v', t') 
<As for almost all (v ,t') EO ~x[to, t1 ] since, by Eq. 
(2.15), cp~ 11(0). We will prove now that this unique 
solution is II(V'). For this purpose, substituting II(V') 
for ~ (t, v', t') in the second term on the right-hand side 
of (3.12) which we denote by Q, and using (2.10), we 
obtain 

and 

Q = .r:, I~ lI(u)H(St' ,eu, v') 

xexp[- It~ 11(\ s,.,8U\) d'T]dud9. (3.13) 

\ u \ = \1< 1l(t'..8) ul = lw - .1/'1< 11 (t'_t-)r(t") dt'\, (3.14) 

\ ST,9 U \ = II< ll(t' .... )S, ,8 U I = I w - Lt'l< Il (f'_t. )r(t") dt"l. 

(3.15) 

Hence, 

Q = I~ H(w, v') dw 1;: 1I(lw- fet'l< oW_tH)r(t") dt"I) 

x expl- It~v( I w - f'l< O(t'-t" )r(t") dt"l) dT] dO. 

(3.16) 

Performing in (3.16) the integration with respect to 9, 
and using (B14), (3.15) and (2. 10), we finally obtain 

Q = v(v') - 1k(w, t, v', t') dw. 

This shows that II(V') is a solution of (3.12) which im
plies that 

I~ R(v, t, v', t') dv = II(V) 

for almost all (v', t~ EO ~x[to, td. 
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The last result completes the statement of Lemma 
3.2. 

Now, we want to prove the following: 

Theorem 3.2: If fto is a nonnegative function on ~, 
belonging to the function space L 1 (~), then for all t 
E[to,t1] 

I.J(v, t) dv= tf(v, to) av. 

Proof: By (3.2), fto ~ 0 implies cp ~ O. Hence, accord
ing to Theorem 3.1, if fto EOL 1 (~), f(v, t) is the limit for 
almost all v EO~, of the ascending sequence 

hn(v, t) = qJ(v, t) + it: I"R(n-l)(v, t, v', t')qJ(v', t') dv'dt'. 

(3.17) 

This implies that for almost all v EO ~, 

1. t r R(n)( ") (' ') d ' d ' to J" v, t, v ,t qJ v , t v t 

<f(v, t) - cp(v, t) < B(to, t1) < + 00. 

Consequently, according to the theorem of Beppo Levi, 
the ascending sequence R(n)cp converges to a limit Rcp 
and for almost all v EO ~, 

lim Itt Ill. R(n)(v, t, v', t')cp(v', t'l dv' dt' 
n" OCI 0 

= J.~ Ill. R(v, t, v', t')cp(v', t') dv' dt' 

and 

f(v, t) = cp(v, t) + J.~ Ill. R(v, t, v', tl)cp(V /, t ~ dv' dt'. 

(3.19) 

Furthermore, since f(v, t) and cp(v, t) are integrable 
with respect to v, the second term on the right-hand 
side of (3.19) is also integrable on ~. Hence, using 
Fubini's theorem and Lemma 3.2, we obtain 

Ill.f(v, t) dv = Ill. cp(v, t) dv + It: Ill. v(v ~cp(v', t') dv' dt'. 

(3.20) 

Now, in view of (3.2), we can write 

J.~ Ill. II (v ') cp(v', t') dv' dt' 

= 1. t r II (v ')f(St t'V', to) exp[ - Itt' v( I S9 tov'l) deldv' dt' to Jil. O. 0' 

(3.21) 

Finally, using the same variable change Sto,t,V' = w' as 
above (see Eq. 3.13), we have 

it: Ill. II(V')cp(v', t') dv' dt ' = Ill.f(w, to) dw - Ill. cp(w, t) dw, 

(3.22) 

which implies 

(3.23) 

Corollary: If ft 0 is a nonnegative function on ~, be
longing to L 1 (~), then, for almost all v EO ~, f(v, t) has 
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a finite upper bound for t E [t 0, + 00[' 

Proof: Follows immediately from Theorem 3.2. 

IV. METHODS OF SOLUTION OF THE INTEGRAL 
EQUATION FOR RIGID SPHERES (s = 00) 

It has been shown in Appendix B that for s > 5, the 
collision frequency is a monotonically increasing func
tion of Vo As a consequence, Theorem 2.1 no longer 
holds. Thus, the procedure of the previous section can
not be used in this case. However, it is still possible 
to prove the existence and uniqueness of the solution of 
Eq. (209) for a large class of initial distribution func
tions. Our method, which is based on the construction 
of "majorant" series of the series obtained by applying 
the iteration procedure to Eq. (2.9), will be illustrated 
here in the particular case of rigid spheres. The gen
eral case 5 < s < 00 will be treated in Part II. 

A. Properties of the resolvent kernel 

In order to derive the basic properties of the resol
vent kernel for rigid spheres, we first prove some 
lemmas. 

Let kd(v, t, v', t') be the kernel of the integral equation 
(2.9), for rigid sphereso In view of (B20) and (B21), it 
can be easily shown by applying the Schwarz inequality 
to the iterated kernel defined by 

kJ!')(v, t, v', t') 

= h~ III kd(v, t, u, 8)kJP-1)(u, 8, v', t') dud8 (4.1) 

so that for p ;, 2, 

(
M + m) 2(/>-2) 

kjP) (v, t, v', t') < M _ mas. (4.2) 

However, the majorant series defined by (4.2) diverges. 
In order to get a more useful majorant, we consider the 
sequence of integrals 

Ip(v, t) = ft~ It> kt>(v, t, v', t') exp(- O'V'2) dV' dt', (403) 

where 0' is a positive constant. 

If we replace fjn by (M / m) 0' in the expressions of 
Hd(v, v'), IId(V), Y(v) without changing the other coeffi
cients, then, according to (BI0), (B14), (B19), and 
(B22), we have 

HIl(v, v'; 0') exp(- 00'2) =Hd(v', v; 0') exp(- av2), (4.4) 

L. Hd(v', v; O'} dV' = v(v; 0'), (4.5) 

J/1Hd (v, v'; O'} dv' =(Z ~:) 2 v(V; O'}, (4.6) 

1 1-
zv<v(v;O')":::z(v+v",), (4.7) 

'" a 

where 

(
0')1/2 

1", =1 fi ' 
_ _ (fj)1/2 
Va = Vn C; 

V(V; 0') = 41Taa (M ~ m) 2 Y(V; O'}. 
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Now let 'It" p;, 0, be the sequence of functions defined 
by 

IJIp(v; 0') 

=2-P(v+Mp+ IMp-vi +2v"Yexp[- O'/4(v+Mp 

+ IMp - V I - 2h}2], (4.8) 

where 

h=rM(f1 -fo}, r M = sup ir(t}I, 
tE[to,tll 

and where 

Mp = sup[hp(v)] 
v.o 

=HY1- v",} + lHY! + v",)2 + p/2O']1 /2 > h (4.9) 

with 

hp(v) = (v + v"Y'expl- O'(v - 'Y!}2]. 

Now, we want to prove the following: 

Lemma 401: For 0'''::: (2rMl}-1, a constant C", > 0 ex
ists such that 

where kd(v, t, v', t'; O'} is defined by 

kd(v, t, v', t'; 0') 

(4.10) 

(4.11) 

Proof: We consider separately the cases v,,::: Mp+1 and 
v> Mp+1' 

(a) v,,::: Mp+1 

According to (4.8), we have 

'It p+1 (v; 0') = (Mp+1 + v", )P+1 exp[ - O'(M p+1 - 1'1)2], 

and 

'ltp(V'; 0') ,,::: (Mp + v",}P exp[ - O'(Mp - 1'1)2], V' E [0, +00[. 

Then, by (4.6), 

It>Hd(St',tV, v'; O')'ltp(v'; 0') dv' 

M+m 2 
,,::: M-m IId(I St',tv l; O')(Mp+v,,')pexp[- O'(Mp_ Y1)2]. 

(4.12) 

Furthermore, according to (2.5) and (4.7), we may 
write 

and since 

vd(v; 0');, vd(O; 0') =v",/I"" lIa(ISg.tvl) > IId (O) =v/l, 

we have 

(4.13) 

Frederic A. Molinet 989 



                                                                                                                                    

Lett) max = SUp,._o[t) (X)], where t)(x) =[2 + (rMlva)x] 

x exp[ - tv nll)x]. It is easy to verify that 

Hence, according to (4.13) and (4014), we have for v 

'" 0, 

exp[ - ft~ IJd( I S8, tV I) dB]lJd( I St. ,tV I; a) < aa IJd(v; a), 

(4015) 

where aa = max[2, ba ]. Furthermore, since v.;: Mp+t. we 
have IJd(v; a).;: (1Ila)(M/>+1 + va) and, by (4.9) Mp+1 + Va 
<Ka(Mp +Va) with Ka =(M1 +va)/(Mo+va)o Hence 
IJd(v; a) < (Kalla)(Mp +va) and since Mp+1 >Mp > Y1, 

IJd(v; a)(Mp + va)P expl- a(Mp - h)2 

< ~a (Mp + va)p+1 exp[ _ a(Mp _ h)2] 
a 

< f- (Mp+1 + Va)P+1 exp[ - a(Mp+1 - h)2] = ~a '11 p+1 (v; a). 
a a 

Inserting this result into (4.12), we obtain the inequality 

fA kd(v, t, v', t'; a)'I1p (v'; a) dv ' 

< ~a (~ ~ :) 2 aa 'I1P+1 (v; a) 

which is of the form given by (4.10). 

(b) v> Mp+1 

(4.16) 

According to (4.8), we now have 'I1p(v; a) = (v + va)P 
x exp[ - a(v - Y1)2]. For v· > v, this implies that 
'I1p(v ' ; a) < 'I1p(v; al. Hence, according to (4.6), 

f du f~HASt.,tv, v'; a)'I1p(v'; a)v'2dv' 
s v 

(
M+m)2 < M _ m IJ( I SI' ,tV I; a)(v + Va IP exp[ - o:(v - Y1)2], 

(4.17) 

where the integral of u is taken over the unit sphere S. 

For Mp < v'.;: v, we may write 'I1p(v ' ; 0:) < exp(- at1) 
x (v + va)P exp[ - a(v '2 - 2Y1V)]. Then, by (4.4) and (4.5), 
we have 

990 

<exp(- a;f)(v+Va)PlJd(ISt.,tvl; a) 

x exp[ - a( I St. ,tVl2 - 2Y1V)]. 

For v'.;: M p, we have 

'I1p(v ' ; a) = (Mp + va)P exp[ - a(Mp - h)2], 

(Mp +va)P < (v +va)P, 
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(4.18) 

( 2) r ~ (Mp ( ') '2 I exp - aMp Js du Jo Hd St. ,tV, v ; a v dv 

( ~ r. Mp ( 12) ( ') 12 d I < Js du. 0 exp - av Hd St. ,tV, V ; a v v 

which implies 

<exp(- a;f)(v+va)PlJd(ISt',tvl; a) 

Xexp[- a(ISt',tvI2- 2hV)]0 (4.19) 

Inequalities (4.17), (4.18), and (4.19), together with 
(4.15), then give 

f kd(v,t,v',t')'I1p(v'; a)dv' 
A 

X(v + va)PlJd (I St. ,tV I; a) exp[ - O! I St., tV 12 

_ft IJd(I S8,tv l)dB]. (4.20) 
t· 

Furthermore, for ISt',tvl '" v and in view of (4.15), 
we have 

.;: aalJd(V; 0:) exp(- av2). 

If ISt',tvl <v, then IJd(ISt',tvl; O!) < IJd(v; O!) and since 
v> Mp+1 > Yt. it follows immediately from (2.5) and 
(B22) that 

ISt',tvI2= Il<o(t_t.)St',tv I2 

> (v - I ft~l<o (t.8)r(B) dBI)2 > [v - rM(t - t ' ) ]2, 

IJd(1 S8,tvl) > (liz) IS8,tvi > (lll)(v - Y1). 

Hence 

exp[ - ft~ IJd ( I S8,tV I) dB - O! I St. ,tV12] 

< exp[(ydZ)(t1 - to)] exp(- av2) exp[ (2ar M - l/Z)v(t - t ' )]. 

(4.21) 

Now, for a.;: (2rMl)-1, the term on the right-hand side 
of inequality (4.21 is lower than exp[(ydZ)(t1 - to) - O!v2]. 
Hence, by (4.20) and (4.7), 

f kd(v, t, v', t'; a) 'I1p(v'; O!) 

tJ. <t ~a (~ ~ :r + 2da] 'I1/>+l(V; a), p'" 0, (4.22) 

where da = maxtaa, exp[(ydZ)(t1 - to)]}o This result com
pletes the proof of Lemma 4. 1. 

Let us now consider the sequence of integrals Ip de
fined by (4.3). 

Lemma 4.2: For any positive O!, the series 2:1>_1 II> 
converges uniformly on ~ x [t 0, td. 
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Proof: We consider separately the cases O! > {3 and 
O! ~ {3 ({3 = m /kT). 

(a) O! > (3 

If O!>{3, exp(- O!V'2) <exp(_{3v'2). Then, for p? 1, it 
follows that 

Ip(V, t) < .h: It> kJP 'ev, t, v', t') exp(- (3v'2) dv' dt' = ip(V, t). 

(4.23) 

We will first prove that for {3 ~ (2r Ml) _1 and p ? 1, we 
have 

. () ({3- 2) p (t - t o)P .T. ((3) (tl) tpv,t <exp- Y1CS--,-"'pv; =Up ' p. 

According to Lemma 4.1, we can write 

i 1(v, t) =.h
t t kd(v, t, v', t'; (3) exp(- (3v'2) dV' dt' 

° 
< exp({3;t) .h: It> kd(v, t, v', t';(3)Wo(v'; (3) dV' dt' 

< exp({3;t)CSW1(V; (3)(t - to). 

(4.24) 

Thus, inequality (4.24) holds for p = 1. We will as
sume now that (4.24) is satisfied at the order p - 1. 
Then, according to Eq. (4.1) and Lemma 4.1, we have 

ip (v, t) = toJ kd(v, t, v', t'; (3)ip_1 (v', t') dv' dt' 

< exp({3!1)CP-l jl (t - t o)P-l dt' 
1 S to (p _ 1) ! 

x 1a kiv, t, v', t'; (3)w p-l (v'; (3) dv' < U%l) 

and therefore, inequality (4.24) holds. 

Consequently, if {3 ~ (2r MZ)-l, we obtain from (4.23) 
and (4.24), for p ? 1 

Ip(v, t) < ut). (4.25) 

Similarly, if {3 > (2rMl)-1 = 6, we have 

criterium. Indeed, by (4.9), we have 

MP+l + vI! <p + 1 
Mp+vl' P 

and since MJ>+l >Mp, exp!.-Il[(Mp+1 - 1'1)2- (Mp- 'Yl)2]) 

< 1. Then, obviously 

lim (Y.rl\ = O. 
p_e \ Vp J 

Consequently, since Ip > 0, the series l,p.1Ip converges 
uniformly on a x [t 0, td, for any positive o!. 

The previous results allow us to establish some prop
erties of the resolvent kernel which are similar, but 
not identical to those given by Lemmas 3.1 and 3.2. 

Theorem 4.1: The sequence RJ")(v, t, v', t'l converges 
for all (v, t) E ax[to, t1] and for almost all (v', t') E a 
x[to, t1] to a limit Rd(v, t, v', t'). For almost all (v, t) 
E a x [t 0, td, this limit is integrable on the set of all 
VE~. 

Proof: By Lemma 4. 2 and the definition of Ri"), we 
have, for any positive O!, 

lim.hl 111 R~")(v, t, v', t') exp(- O!V'2) dv' dt' 
n" 00 0 

Hence, according to the theorem of Beppo Levi, 9 the 
ascending sequence RJ")(v, t, v', t') converges for all 
(v, t) E ~x [to, t1] and for almost all (v', t') E ax [to, td to 
a limit Rd(v, t, v', t') which verifies 

t L. Rd(v, t, v', t') exp(- O!V'2) dv' dt' < + co. 
to ~ 

(4.28) 

In order to prove the second part of Theorem 4.1, 
we use the porperties of the maj orant SI' (v, t) = l, p.l Upv. ), 
Il = min(O!, (3, 6) of the series l,p.1Ip. It is obvious that 
the infinite series l,P.1U~I'), which has the majorant 
l, p.l Vr ), is absolutely and uniformly convergent. This 
allows the integration of the series U~") term by term. 
Then, according to (4.8) and (4.24), we have 

111 S" (v, t) dv = 411 exp(- Il ;t)(A1 + A 2), and by repeating the same process, 

Ip(v, t) < U:6
). (4.26) where 

(b) O! ~ {3 

In this case, we can write 

Ip(v, t) < Ie: It> kJP 'ev, t, v', t'; O!) exp(- O!V '2 ) dV' dt ' 

which yields for p >- 1, 

Ip(v, t) < Ur), II = min(O!, 6). (4.27) 

Furthermore, according to (4.8) and (4.9), the se
quence ut) where Il = min(O!, /3, 6), verifies 

U!I') < exp(llyf)C~ (t1 ; toY (Mp + v,,)P exp[ __ Il(Mp - 1'1)2] 

=Vr)· 
This shows that the infinite series l, ,.1 I, has the ma
jorant l,P.l V~"), where the convergence of the last 
series can be easily proved by applying d'Alembert's 
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A2 =E C~ (t -p~o)p r "(v + v,,)P exp[ - Il(v - 'Yl)2]V2 dv 
p.l iMp 

<10 e exp[ - Il(v - 1'1)2 exp[C" (t - to)(v + v .. )] v2 dv. 

The proof of the uniform convergence of the series 
Al is similar to that of the series V~"). Consequently, 
the majorant S,,(v, t) as well as the series l,P.1Ip(V, f), 
are integrable with respect to v. Hence, according to 
the first part of Theorem 4.1, we have 

~ E Ip(v, t) dv 
p.l 

= 111 dv ft~.1 Rd(v, t, v', t'l exp(- O!V'2) dv' dt ' < +00. 
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Furthermore, since Rd is a positive function, it fol
lows from Fubini's theorem that 

Ie: L. exp(- ll!V'2) dv' dt' Iii Rd(v, t, v', t') dv < + "", 

(4.29) 

which implies that Rd(v, t, v', t'l is integrable on the set 
of all VE Ll, for almost all (v', t') E LlX[to, t1 ]. 

We note however, that Rd(v, t, v', t'l is not integrable 
with respect to v'. 

Theorem 4.2: For almost all (v', t'l E LlX[to, td, the 
resolvent kernel Rd(v, t, v', t') verifies 

L. Rd(v, t, v', t'l dv = !I(v'). 

Proof: Applying again the method used to prove Lem
ma 3.2, it can be shown in a similar way that for al
most all (v', t'), Rd(v, t, v', t') verifies 

IlJ. Rd(v, t, v', t') dv 

= I/l. kd(v, t, v', t'l dv + it: Iii kd(u, 8, v', t') dud8 

x 14 Rd(v, t, u, 8) dv (4.30) 

and that !I(v') is a particular solution of this integral 
equation, satisfying (4.29) 0 

We will prove now that for almost all (v', t'l, !I (v") 
= Iii Rd(v, t, v', t'l dv. For this, it is sufficient to prove 
that if j(t, v', t'l denotes another positive solution of 
(4.30), which verifies (4029) for any positive ll!, then 
jet, v, t') = Iii Rd(v, t, v', t'l dv for almost all (v', t'). 

According to our assumptions, we have 

jet, v', t') = 14 kd(v, t, v', t') dv 

+ it: L" kiu, 8, v', t')j(t, u, 8) dud8 

and 

(4.31) 

it~ Iiij(t, v', t') exp(- ll!V'2) dv' dt' < +"", l/ ll! > O. 

(4.32) 

Next, we apply the method of successive approximations 
to (4.31) which yields 

jet, v', t'l = 14 RJn)(V, t, v', t') dv 

(4.33) 

We then multiply both sides of (4.33) by exp(- ll!V'2) and 
integrate them with respect to (v', t'l. By applying 
Fubini's theorem and using (4.3), (4.23), (4.24), and 
(4.8), we obtain 

1. t r [j(t,v',t')-l R(n)(v,t,v /,t')dv]exp(-ll!v'2)dv'dt' to Jii ii 

(4.34) 
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where 

Cn=C: (t- t,o)n (Mn +v,Jn J.' 14 jet, u, 8) exp[- Jl(Mn - 'Y1)2]du,Q 
n. to n 

D C• (t-to)' 1t]; .( 8)( -)' • = '" I l1 ii J t, u, U + v'" n to -. 

and where Jl = min(ll!, (3, Ii) and Ll.={ul 0 <f U <f M.t. 
USing (4.32) and the fact that j(t, u, 8) is a positive 

function, we have 

< it~ Iii j(t, u, 8) exp[ - Jl(u - 'Y1)2] du d8 

=A(t) < +"". (4.35) 

Thus, the term C. is analogous to the general term of 
the series v:: and consequently limn, .. C.=O. 

The same result holds for Dn. Indeed, since jet, u, 8) 
> 0, we have D. < Em where 

En=C: (t ~:o)n it: Id (u +v,,)nj(t, u, e) exp[- p.(u- 'Yl)21 du dB. 

Moreover, the ascending sequence Bn = L ~=1 Ev has the 
majorant 

and, in virtue of (4.32), M < +"". Hence B. is conver
gent and consequently lim., .. E. = 0, which implies that 
lim._ooDn=O. Finally, according to Theorem 4. 1, if we 
take the limit n-"" of both sides of (4.34), we obtain 

which implies that j(t, v', t') = Iii R(v, t, v', t') dv for al
most all (v', t'). 

B. Existence and uniqueness of the solution 

The properties of the resolvent kernel given in Sec. 
IV. A. (Theorems 4.1 and 4.2) allow us to prove the 
following existence and uniqueness theorem: 

Theore,!! 4. 3: If the class f to of initial distribution 
functions f to belongs to the Lebesgue function space 
L1 (Ll) and if ft o(v) > 0 on Ll, the integral equation form 
of the Boltzman equation for rigid spheres has a unique 
solutionft in L1 (~), having the properties ft(v) > 0 and 

I/l.ft(v) dv = ftdt o(v) dv. 

Proof: Applying the method of successive approxima
tions to the integral equation (2.9), we obtain the follow
ing sequence: 

CP •• 1 (v, t) = cp(v, t) + 1/ L. Rr)(v, t, v', t')cp(v', t') dv' dt', 
° (4.36) 

(4.37) 
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Obviously, IIcPlil = lift 0111 and sincefto(v) =f(v, to) > 0, 
qJ(v, t) > O. Consequently, since RJnl(V, t, v', t') is bound
ed for all finite n (see Eq. 4.2), RJ"I(V, t, v', t')qJ(v', t') 
is integrable with respect to (v, t') E ~x[to, td. 

Furthermore, according to Fubini's theorem and 
Theorem 4.2 (Sec. IV.A), we have 

f4 dv J;: f4 RJ"I(V, t, v', t') qJ(v', t') dv' dt' 

= J,:.1 qJ(v', t') dv' dt' f4 RJnl(v, t, v', t') dv 

< J,~ f4 v(v') qJ(v', t') dv' dt' 

Hence, by virtue of the theorem of Beppo Levi, the 
ascending sequence ft~ f4 RJnl(V, t, v', t') dv' dt' converges 
for almost all v E~, to a limit which is integrable with 
respect to v. Moreover, since this limit is a majorant 
for the different terms of the preceding sequence, for 
almost all v, it follows from a further application of 
Beppo Levi's theorem, that for almost all v E ~, 

lim f/ fA RJnl(V, t, v', t')qJ(v', t') dv' dt' 
n- 00 0 

= t fA R,,(v, t, v', t')qJ(v', t') dv' dt' 

which implies that limn_ .. qJn(v, tl =f(v, t), where 

f(v, t) = qJ(v, t) + J,~.1 R,,(v, t, v', t'lqJ(v', t') dv' dt'. (4.38) 

Obviously, f(V, t) > O. Moreover, f(v, t) is a solution of 
the integral equation (2.9) for rigid spheres. Indeed, 
according to Theorem 4. 1, it can be shown in a similar 
way as in Sec. III. B, that R" is a solution of the integral 
equation (3.11) where kIf must be substituted for k. 
Hence, if we multiply both sides of (4.38) by kIf and 
integrate them with respect to (v', t'l, we obtain 

J,: .1 k,,(v, t, v', t')f(v', t') dv' dt' 

= J,: ~ R,,(v, t, v', t')qJ(v', t') dV' dt' = f(v, t) - qJ(v, t) 

which proves our assertion. Furthermore, if we in
tegrate both sides of (4.38) with respect to v and apply 
Theorem 4. 2, we have 

f/1f(v, t) dv 

(4.39) 

Let us now assume that gt ELl (~) is another solution 
of (2.9) for rigid spheres, having the properties g(v, t) 
>0 and f4g(V,t)dv= f4 f(v, to) dv. Then, for any positive 
n, we have 

g(v, t)= qJ(v, t) + J;: L Rinl(v, t, v', t')qJ(v', t') dv' dt' 

and, by (4.36), 

f4 g(v, t) dv = f4 qJn+l (v, t) dv + it: ~ g(V', t') dv' dt' 

xfAkJn+l l(v,t,v',t')dv. (4.41) 

As stated before, the ascending sequence fl1 qJn+l(V, t) dv 
has the limit f4 f(v, to) dv. Hence, from (4.41), it follows 
that 

lim{f41 g(v, t) - qJn+l (v, t) I dv} = fA I g(v, t) - f(v, t) I dv = 0 
n- ... 

which implies that for all t E [to, t1 ], gt = ft· 
C. Properties of the solution 

The existence and uniqueness theorem given above, 
shows that a solution does exist for any value of the 
exterior electric and magnetic fields, provided that the 
initial distribution function is positive and sum mabie 
over ~. We will prove now, under similar initial con
ditions, some important properties of this solution 
which are directly connected with the properties of the 
resolvent kernel. Other properties, such as the ex
istence of the moments of the solution, which need new 
assumptions on the initial distribution function, will be 
investigated in paper II. 

Theorem 4.4: If fto is a positive function, belonging 
to L 1 (~), the solution f(v, t) given by Eq. (4.38) is 
bounded on ~x[to, +oo[ for almost all (v, t). 

Proof: We first prove the following inequality: 

R,,(v, t, v', t') < kJll(v, t, v', t') + kJZI(V, t, v', t') + Al v(v'), 

(4.42) 

where Al is a positive constant. 

As it has been noted above, ~(v, t, v', t') is a solution 
of the integral equation (3.11), with kIf substituted to k. 
Hence, if we write this equation in the form 

R,,(v, t, v', t') 

= kJiI(V, t, v', t') +kJZI(V, t, v', t') 

+ it: f4 k,fI(U, e, v', t')R,,(v, t, u, e) dude, (4.43) 

we see that in order to prove inequality (4.42) we have 
to find a majorant for the last term on the right-hand 
side of Eq. (4.43). USing the classical transformation 

~~ .1 kJZI(U, e, v', t')R,,(v, t, u, e) dude 

= J;~ f~ kJ2 1(V, t, u, e)R,,(u, e, v', t'l dude 

and applying Theorem 4.2 we obtain for almost all 
(v', t') the following majorant: 

J;~ ~ kJ21(U, e, v', t')R,,(v, t, u, e) dude 

(4.44) 

.;; v(v') J;~ [sup (k(ZI(V, t, u, e»l de . 
('f,UIE4XA J (4.45) 

+ it: f4 kJn+l l(v, t, V', t')g(V 't') dv' dt' (4.40) FUrthermore, according to the definition of the iterated 
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kernels, we have 

k,12)(V, t, V', t') 

= l~ k kll(v, t, u, 8)k,,(u, B, v', t') dud8 

= h! dB It>. H,,(Se,tV, u)H4 (St, ,sU, v') 

x exp[- Je' 114 ( I S~ ,tV I) dT - h~ l1il ST,sul) dT 1 

~ exp[ - l1(o)(t - t') ll: dB .L. Hct(Ss,tV, u) 

(4.46) 

Using Schwarz's inequality and taking into account Eqs. 
(B20) and (B21), gives 

k HIl(Se,t V , u)Tld(St' ,su, v') du < al (14 ~ ni) 1/~ (4.47) 

Hence 

( 
M ~ 1/2 sup [k(Z)(v, t, u, e)l~al ~1 (t- B) 

(Y,U)Et>.xt>. - m 

x exp[ - IJ(O)(t - B) 1. (4.48) 

Now we consider the general form of the solution 
f(v, t) given by Eq. (4.38). Since f(v, to) is positive and 
summable, we have cp(v, t) > 0 and It>. cp(v, t) dv < n, where 
n = ft>.f(v, to) dv. This implies that for almost all (v, t), 
cp(v, t) < C, where C is a positive constant. Hence, ac
cording to Eqs. (4.42) and (B19), we have 

C (M+m)2 2aln (~) 1/2 
f(v, t) < cp(v, t) + 11

4
(0) M _ m + [lJ

d
(0)]2 M _ m ' 

(4.49) 

which implies that f(v, t) is bounded on ~ x [to, + oo[ for 
almost all (v, f), as was to be shown. 

Corollar)': If ft 0 is a positive function belonging to 
BR(~) nLl(~)' f(v, t) is bounded on ~x[to, +00[. 

Proof: Follows immediately from the inequality 
(4.49). 

BRIEF CONCLUSION TO PAPER I 

The main results which have been obtained in this 
article are the existence and uniqueness theorems for 
inverse power-law potentials of the form A/r" with 
3 < s ~ 5 and for rigid spheres. Other useful results con
cerning the properties of the resolvent kernel of the 
integral equation form of the Boltzmann equation and 
the properties of the solutions for a wide class of ini
tial conditions, have also been derived. 

The method for dealing with rigid spheres will be ex
tended to the case 5 < S < + 00, in Part II, where a com
plete discussion of the various results obtained and 
some indications on the possibilities of further develop
ments will be given. An application to the perfectly 
Lorentzian case will also be studied. 
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APPENDIX A: GENERAL FORM OF THE COLLISION 
INTEGRAL 

The collision integral on the right-hand side of (1. 1) 
may be written in the form (see Ref. 1, pp. 258 and 
565) 

j) if.!.) = Jt>. )0 2. J~' Iz V(r, v', t) fn(v~) - fer, v, f)fn(v n)] 

XB(O,g)dv"dEdB, (Al) 

where the integration with respect to v n is performed 
over the whole three-dimensional velocity space ~ and 
where the polar coordinates (e, E) are defined in Ref. 1, 
p. 565. 

The velocities v· and v~ of the particles after the in
teraction are respectively related to the velocities v 
and vn of the same particles before the interaction by 
the following equations: 

M ~ ~ 
v'=v-2-

M 
k(k'g), +m 

, m ....... (A2) 
vn =vn+2-

M 
k(k'g), +m 

where Ii is a unit vector in the direction of g - g' with 
g=v - vn, g' =v' - v~, and g. k =gcose. 

APPENDIX B 

1. Construction of the kernel of the integral operator H 

By performing the variable change g = v - V n' the first 
term on the right-hand side of (A1) can be written in the 
form 

[Hfl(r, v, t) 

r I2~ (r/z 'z I = - a Jt>. 0 J o exp(- i3nv n )f(r, v , t)B(B, g) dg dE de, 
(B1) 

where /,,(v~) has been replaced by the Maxwellian dis
tribution fn(v~) = a exp(- ~"v~Z), 

The transformation k - - k does not change the Eqs. 
(A2). Hence, if we state B(rT - 8, g) = B( 8, g), we have 

[Hf](r, v, t) 

=- a/2 J exp(- ~nv~Z)f(r, v', t)Q(B,g) dfidg, (B2) 

where Q(9, g) = B(e, g)csee. 

To find the kernel of H requires some manipulation. 
We will follow a procedure proposed by GradS and ap
plied by Cercignani7a (p. 70-1) to the linearized colli
sion operator of the Boltzmann equation of neutral 
gases. 

Let g = gl + gz, where gl and gz are respectively paral
lel and perpendicular to k. After integrating over the 
plane gz which is perpendicular to k, we may combine 
the one-dimensional gl integration in the direction k 
with the integral of k over a unit sphere to give a three
dimensional integration over the components of the vec-
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tor gl =glk. Then, Eq. (B2) can be written in the form 

[Hi](r, v, t) 

= - al gf J exp(- j3.V~2) i(r, Vi, t) Ql (gl, g2) dg1 dg2, (B3) 

where Ql (gb g2) = Q( e, g). 

Furthermore, since gl =k(k· g), the first equation 
(A2) allows us to introduce in (B3) the integration vari
able v' instead of v. It follows immediately that 

( ') M+m 1 f '2 Hv,V =aZMlv_v'12 pexp(-f3.v.) 

x Ql~ ;: I v - v'l, g2)dg2, (B4) 

where the domain P is the plane perpendicular to v - v' 
and where v~ is given by 

, , M+m( ') vn=v +-- v-v -g2. 
2M 

(B5) 

In addition, since g2 . (v - v') = 0, V~2 can be written as 

v~2=~(;2Iv-v'12+2Ig2-wl +;;(V2_V'2)) , (B6) 

where w = ~(v + v'). If we state w = W1 + w2, where Wl is 
parallel to v - v' and where w2 is in the plane P, we have 

2 I (V-V')) 2 1 (V 2 _V'2)2 

w1 =\w· Iv-v'l =4Iv-v'lz (B7) 

and therefore 

H(v, v') =ks(v, v')exp (_~(V2_V'2)), f3=2;T' (BS) 

where ks(v, v') is a symmetric kernel given by 

ks(v, v') 

=aM2~m Iv: v'lzexp [- ~ • .(~ Iv- V'12+ ~~~ ;,'~O] 

x;: exp(- {3.1 g2- w212)Q1 (M2~m Iv- v'l, g2)dg2. 

(B9) 

When M = m, ks(v, v') is equal to the kernel k2 introduced 
by Grad. 6 

2. General properties of the kernel H(v, v') 

Interchange of v and v' in Eq. (BS) shows that 

H(v', v) =H(v, v') exp[{3(v2 _ v '2)]. (B10) 

Furthermore, if we consider the second term on the 
right-hand side of (Al) and proceed in a similar way as 
before, we obtain 

v(v) = J i.(v.) B(e, g) dv. d€. de (Bll) 

M+m [ 1 , r (f3 2) 
=a~ }6 Iv_v'IZdv } p exp - .v. 
x Ql&!z~ m (v - v'), g2) dg2, 

where 

M+m( ') 
v.=v-~ v-v -g2 (B12) 
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and 

v~=~(~~ Iv-v'12+2Ig2-wI 2
- :(V2_V'2)). (B13) 

Comparison of (Bll) and (B13) to (B4) and (B6) yields 

v(v) = J
6 

H(v', v) dv'. 

3. Special cases 

A. Rigid spheres 

(B14) 

If we denote the sum of the radii of the interacting 
particles by D, the expression of Ql' in the particular 
case of rigid spheres, is given by Q1 = D2g1 0 Hence, 
Eqs. (BS) and (B9) yield 

Hd(v, v') 

1 [ {3. ( v
2 

- V 12 m , 2)J 
=ad Iv-v'l exp -"4 Iv-v'l + M lv - v I , (B15) 

where 

( M )1/2 (m +M)2 
ad = \"Z1TkT --x;y- aN, 

Furthermore, by performing the variable change 
u =v' - v, Eqs. (B14) and (B15) give 

(B16) 

where 

Y(v) = 0 + 2;.V) ;: 2v exp (- ~ X2) dx + ;. exp(- {3.v2). 

(B17) 

Integration of the two terms of (B15) with respect to v' 
yields in a similar way, 

1 Hd(V'V/)dv'=41Tad(M~m)\(V). (B1S) 

Hence, according to (B16), 

1. Hd(V'V')dv'=(Z~:r vd(v). (B19) 

Similarly, if we integrate the square of the term on 
the right-hand side of (B15), we obtain 

[[Hd(V', V)]2 dv' < S;[2 (M; m) 4 (1T~T) 1/2,= at. (B20) 

(B2l) 

where [= (41TNa)-1. 

Furthermore, by (B17), it can be shown that the col
lision frequency is monotonically increasing and that 

TV < v(v) <;f(v +v.), (B22) 

where v.=lv(O) = (SkT/1TM)1/2. 

B. Power-law potentials 

If we consider force laws of the type AirS, s > 0, we 
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have 

B(G,g) =g"{3(G), Y=(5 - 5)/(5 -1). (B23) 

It can be shown by introducing an angular cutoff in (B23) 
which excludes the grazing collisions (see Grad6) that 
for 5> 3 and for all (v', t') E AX A, the following in
equality holds: 

(B24) 

where k~d) denotes the symmetric kernel defined by 
(B9), for rigid spheres, and where b is a positive con
stant. According to (B8), inequality (B24) yields 

H(v, V') < bHd(v, v') (B25) 

and, in view of (BI9), (B20) , and (B21), 

[H(V'V')dV'<b(:~:y vd(v), (B26) 

(B27) 

{[H(V,V')]2dV'<MM Q1b
2 • JA -m 

(B28) 

Another property, which is very easy to prove (see 
GradS), is that the collision frequency v(v) is a mono
tonic function of v which is decreasing for 5 < 5 and in
creasing for 5> 5. For 5 = 5, v(v) is a constant. As a 
consequence, for 5 ~ 5, 

(B29) 

Furthermore, according to the angular cutoff, we 
may write 

(B30) 

where a2 and a3 are positive constants. This implies 

and, by (B9) and gl = (M + m)/(2M)(v - v'), 

a2I(v, v') < H(v, v') < a4I(v, v'), 

where 

996 J. Math. Phys., Vol. 18, No.5, May 1977 

(B31) 

(B32) 

(B33) 

In addition, according to (BI4), (B32), and (B33), 

a2 fA I(v, v') dv' < v(v) < a4 fi(v', v) dv', 

(
M+m )Y+l fA I(v, v') dv' = M _ m fA I(v', v) dv'. 

Hence 

where 

C =a2 (M+m)Y+l 
1 ~ M-m ' 

In the case 5 ~ 5, (B36) yields 

fA H(v, v') dv' < C2v(0). 

(B34) 

(B35) 

(B36) 

(B37) 
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As with the boson field, the creation and annihilation operators for the paraboson field are unbounded, 
and the usual paraboson relations, therefore, cannot be rigorously satisfied. There are no Weyl relations for 
parabosons, and so the paraboson relations must be treated in unbounded fonn. A new approach for 
treating such unbounded relations is developed, and it is found that the paraboson field is detennined by 
the requirement that the appropriate operator is the one-dimensional number operator. A similar result is 
shown to hold for the boson field. 

1. INTRODUCTION AND STATEMENT OF MAIN 
RESULTS 

The free boson field which is sometimes referred to 
as the zero-interaction boson field, the positive energy 
boson field, the Fock boson field or the Fock-Cook 
boson field, was first described by Fockl in 1932. The 
first mathematically rigorous treatment was later given 
by Cook2 in 1953. The boson field is characterized by a 
pair of commutation relations, (1. 1) and (1. 2), involv
ing the creation operator C(z), and its adjoint, C*(z), 
the corresponding annihilation operator. The ra~e of 
z is a Hilbert space H, the Single particle (state) space. 

[C*(z), C(y)] = (y, z), 

[C(z), C(y)]=O. 

(1. 1) 

(1.2) 

The free boson field has additional structure given by a 
representation, r, of the unitary group of H by opera
tors on K and a distinguished vector v E K which rep
resents the vacuum or zero-particle state. The impor
tant relationships among C, r, and v are described in 
the hypotheses of Theorem 1. 

Relations (1. 1) and (1. 2) are satisfied only in a for
mal sense since operators satisfying (1.1) must be un
bounded. Because of the difficulty in dealing with un
bounded operators, 3 uniqueness results (especially when 
H is infinite dimensional) are usually stated in terms 
of the operators4 W(z) = exp[iR(z)], where R(z) is the 
closure of v'lj2[C(z) + C*(z)]. The relations (1.1) and 
(1. 2) are formally equivalent to the following relation 
which was introduced by Wey15.6 in 1927: 

W(z) W(y) = exp[~ Im«z, y»]W(z + y). (1. 3) 

The operators W(z) are unitary and so one need not talk 
about unbounded operators at all. 

In 1953, Green? introduced the paraboson relations 

([C*(z), C(y)]., C(x)]= 2(x, z)C(y), 

[[ C(z), C(y)J., C(x)] = 0, 

(1.4) 

(1. 5) 

which generalize the relations (1.1) and (1.2) in the 
sense that operators formally satisfying (1.1) and (1. 2) 
also satisfy (1. 4) and (1. 5). As in the boson case, these 
relations cannot be satisfied by bounded operators8 and 
therefore cannot be rigorously satisfied. Unfortunately, 
there are no known formally equivalent relations which 
involve only bounded operators as with the Weyl rela-
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tion (1. 3) for bosons. The relations (1. 4) and (1.5) are 
usually too difficult to work with mathematically, but a 
partial Simplification can be made. 

It will be shown that the operator 

n(z) = ![C(z)C*(z) + C*(z)C(z)] (1.6) 

is self-adjoint and can be interpreted as the operator 
representing the "number of particles in the state z, " 
up to an additive constant. (1. 4) implies that 

[n(z), C(y)] = (y, z)C(z), (1. 7) 

which is a necessary condition for this interpretation. 
[Other conditions are also necessary, such as that n(z) 
is bounded from below and has integral spectrum when 
z is normalized.] For IIzll = 1, Eq. (1. 7) is formally 
equivalent to 

exp[itn(z)]C(y) exp[- itn(z)] = C[exp(itP .. )y], (1. 8) 

where P" is the projection on the one-dimensional space 
spanned by z. Since exp[itn(z) ] is unitary for each real 
t, this relation is much easier to handle than (1. 4). The 
relation (1.5) cannot be so treated, but it will be handled 
in a simpler manner. It will be part of the conclusion of 
our uniqueness result, rather than the hypothesis. 

Our goal is a uniqueness result for parabosons similar 
to the result of Segal9 for ordinary bosons in which the 
Weyl relation is replaced by a relation similar to (1. 8). 
We first look at a new boson result along these lines. 
Of course, (1.8) will have to be supplemented by another 
relation which tells us that we actually have bosons and 
not some other form of parabosons. This is done by in
cluding a particular form of (1. 1). For this theorem we 
use a slightly Simpler form for n(z), which is the same 
as the definition given in (1. 6) (up to an additive con
stant) when (1. 1) is satisfied. 

Theorem 1: Suppose Hand K are complex Hilbert 
spaces; C is a map from H into the set of closed, den
sely defined operators on K; r is a continuous unitary 
representation of the full unitary group of H on K; and 
v is a unit vector in K such that for all vectors y and z 
in H, all unitary operators U on H and all nonzero com
plex numbers Y, 

C(z + y}::l C(z) + C(Y), 

C(yz) = yC(z), 
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r(U}v =v, 

r(U}C(Z)r(U}_l =C(UZ), 

C*(Z)C(Z) =C(Z)C*(Z) + Ilz112, 

dr"" 0, 

(1. 10) 

(1.11) 

(1. 12) 

v is cyclic for the algebra generated by the C(z) and 
C*(z) as z ranges through Ho 

Suppose further that the operator n(z) defined by 

n(z) =C(z)C*(z) (1. 13) 

satisfies 

exp[itn(z) ]C(y) exp[ - itn(z)] = C[exp(itP .)y] (1. 14) 

when z is a unit vector and that v is an analytic vector 
for each n(zL Then {H, C, K, r, v} is unitarily equivalent 
to the free boson fieldo 

dr"" 0 is interpreted as followso If A is a (possibly 
unbounded) self-adjoint operator on H, then exp(itA) is 
a continuous one-parameter unitary group on H and since 
r is a continuous unitary representation, r[exp(itA)] is 
a continuous one-parameter unitary group on Ko By 
Stone's theorem, there exists a self-adjoint operator on 
K, denoted by dr(A), such that r[exp(iIA)]=exp[itdr(A)]o 
We write dr"" 0 when A "" 0 implies dr(A) "" O. "v is cy
clic for the algebra generated by the C(z) and C*(z)" 
means that if A is the algebra with unit generated by all 
the operators in the form C(z) and C*(z) as z ranges 
through H, thenAv is a dense subset of Ko It will be 
shown that the other hypotheses of the theorem imply 
that v is in fact in the domain of all operators inA 0 An
alytic vectors were first introduced by Nelson10 in 19590 
v is an analytic vector for n(z) means that the series 
expansion of exp[iln(z)] when applied to v term by term 
converges absolutely for sufficiently small values of 10 
The relation (1. 12) states that C*(z)C(z) and C(z)C*(z) 
have the same domain and that on this domain their dif
ference is the scalar IIzll20 Notice that it is not neces
sary to assume any form of the relation (1. 2L 

There are only three differences in the hypotheses of 
the boson and paraboson theorems we will proveo Two 
of these are minor 0 The difference in the definition of 
n(z) has already been notedo The paraboson theorem 
needs the extra hypothesis that the Single particle space 
H is infinite dimensional. This additional hypothesis is 
actually necessary since even in the one-dimensional 
case spurious representations are possible 0 11 It is in
teresting that the infinite dimensional case is in this 
sense more regular than the finite dimensional caseo 

The third difference, and the only one of consequence, 
is that the relation (1. 12) is replaced by the condition 
that C*(z)C(z) and C(z)C*(z) commute, a fact which fol
lows from (1. 12). Thus the major difference in the hy
potheses of the two theorems is the weakening of condi
tion (1. 12L 

Since there is not one free paraboson field, but a 
countable collection of them, the conclusion of Theorem 
2 is not one of uniqueness, but that the given field can 
be expressed in terms of the different free paraboson 
fields 0 
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Theorem 2: Suppose Hand K are complex Hilbert 
spaces with H infinite dimensional; C is a map from H 
into the set of closed, densely defined operators on K; 
r is a continuous unitary representation of the full uni
tary group of H on K; and v is a unit vector in K such 
that for all vectors y and z in H, all unitary operators 
U on H, and all nonzero complex numbers Y, 

C(z +y}::l C(z) +C(y), 

C(yz) == yC(z), 

r(U)v =v, 

r(U}C(z)r(U}-l = C(Uz) 

C*(z)C(z) and C(z)C*(z) commute, 

dr"" 0, 

(1. 15) 

(1. 16) 

(1. 17) 

v is cyclic for the algebra generated by the C(z) and 
C*(z) as z ranges through Ho 

Suppose further that the operator n(z) defined by 

n(z) = Mc*(z)C(z) + C(z)C*(z)] (1. 18) 

satisfies 

exp[itn(z) ]C(Y) exp[ - itn(z)] = C[exp(itP .)y] (10 19) 

when z is a unit vector, and that v is an analytic vector 
for each n(z) 0 Then {H, C, K, r, v} is unitarily equivalent 
to a direct sum of free paraboson fields of distinct 
orderso 

In Seco 2 we give a proof of Theorem 10 Section 3 
gives the definition of the free paraboson field of order 
p and here we show that the free paraboson fields satisfy 
the hypotheses of Theorem 20 Section 4 is devoted to the 
proof of Theorem 20 Slightly stronger results are dis
cussed in Seco 50 

2. THE FREE BOSON FIELD 

That the free boson field satisfies the hypotheses of 
Theorem 1 was first proved by Cooko 12 v is analytic for 
n(z) since n(z)v = 00 We will now prove Theorem 10 
{H, C, K, r, v} denotes the collection satisfying the hy
potheses of Theorem 1 and {H, Co, Ko, r o, vo} denotes the 
free boson field over HoWe will construct a Hilbert 
space isomorphism ct>: K-Ko such that 

and 

(2 0 1) 

LetA be the algebra (with unit) generated by the op
erators in the form C(x) or C*(Y) where x and yare 
arbitrary elements of H, and for z E H, letA. be the 
subset of A consisting of those elements for which the 
x and yare restricted to be either parallel or ortho
gonal to z 0 A 1 will represent the subset of A whose ele
ments do not involve any annihilation operatorso 

vEDom(n(z» sovEDom(C*(z». 

exp[it dr(P.) ]C*(z)v = C*[exp(itP .)z]v == exp(- it)C*(z)v 
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so 

dr(p,)c*(z)v =- C*(z)v, 

and since dr(p/1):;' 0, 

C*(z)v =0. (2.2) 

Thus, n(z)v = O. Since this implies that v is (trivially) 
an analytic vector for n(z), the hypothesis that v is an 
analytic vector for each n(z) can be replaced by the 
weaker condition that for each z, v is in the domain of 
C*(z). In fact, (1.10) and (1.11) imply that it is suffi
cient to require that v is in the domain of C*(z) for some 
nonzero z. 

We next show that each element of II has v in its do
main. It is sufficient to show this for 11/1 since by (10 9), 
each element of II extends an element of 11/1' 

In fact, if A/1 is a monomial inA /1' using (1. 14) it fol
lows by induction on the length of A/1 that A/1v is an eigen
vector of n(z). It is therefore in the domain of C*(z) and 
by (1.12) also in the domain of C(z). 

LetO =Ilv. 0 is invariant under each C(z) and C*(z) 
and is dense since v is cyclic, For each z, every ele
ment of 0 is a finite linear combination of vectors in the 
form A/1v with AI! EIlI!' Thus, each member of 0 is a 
finite linear combination of eigenvectors of n(z) and 
therefore is an analytic vector for n(z). If wED, then 
polarization of (1. 12) gives 

C*(z)C(y)W = C(y)C*(z)w + (v, z)w. (2,3) 

If A Ell, then (2.2) and (2.3) can be used to eliminate 
all annihilation operators from Av and express Av as a 
vector in the form A'v with A' Ell'. If A' Ell' and A' is 
a monomial, (1. 10) and (1. 11) imply that A'v (if it is 
not zero) is an eigenvector of dT(/) with eigenvalue equal 
to the number of terms in the product A I. Thus, A'v is 
orthogonal to v unless A ' is just a multiple of the iden
tity. This shows that (Av, v) is determined by (2.2) and 
(2.3) whenever A EA. If A1 and A2 are inll, and A~ 
represents the "formal" adjoint of A2 (the product of the 
adjoints of the terms of A2 in reverse order), then 

(A1v, A 2v) = (A~1V, v). 

Since A~1 Ell, (A1v, A2V) is determined. Thus, if W1 
and W2 are elements of 0, (Wi> W2) is uniquely deter
mined by (2.2) and (2.3). 

We are now ready to define ¢. For A Ell, let Ao be 
the operator on Ko obtained from A by replacing each 
C(z) by Co(z) and each C*(z) by q(z). 

We then define 

and extend ¢ to D by linearity. ¢ is well defined because 
it preserves inner products, as the discussion above 
has shown, Thus, ¢ has a unique extension to K =/J (the 
closure of f), giving a Hilbert space isomorphism, 
Clearly, ¢v =vo and ¢r(U) =ro(U)cp since ¢r(U) and 
ro(U)¢ agree on the dense setf). Instead of establish
ing (2.1) directly we show that 

C*(z) = cp_1q(Z)¢, 

Here we must be careful since C*(z) is an unbounded 
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operator so it is not necessarily sufficient to show that 
these two operators agree on a dense set. However, the 
setf) is quite special since it is a dense set of analytic 
vectors for each n(z) and thus also for.fntz), f) is there
fore a core for rnrzT. [A core of a closed, densely de
fined operator, T, is a dense subset of Dom(T) such that 
the restriction of T to the core has closure equal to T.] 
¢_1no(Z)¢ and n(z) agree onf) which is a dense set of 
analytic vectors for n(z) so 

¢-1no(Z)¢ = n(z). 

Thus, 

cp-1,j no(z)cp = rrtfZJ. 
If C*(z) = VS and ct(z) = VoSo are the polar decomposi
tions, then 

S == [C(z)C*(z)]1 /2 ==,rnrz) 

and 

So = [C o(z)q(z)]1 /2 ='/nTzL 

cp_1C~(Z)¢ has polar decomposition 

(¢-1Vo¢)(¢-1So¢) = (¢-1VO¢)S, 

C*(z) and ¢-lCt(Z)¢ agree on/) which is a core for S. 
f) is a common core for C*(z) and ¢-1Ct(z)¢ by the fol
lowing lemma. Thus, 

C*(z) =¢-lq(z)¢, 

The proof of the lemma completes the proof of Theo
rem 1, 

Lemma 2, 1: Suppose S is self-adjoint, V is bounded 
and VS is closed, If /) is a core for S, then/) is also a 
core for VS, 

Proof: Let S1 == S Ii) so (VS) Ii) = VS1• VS1 C VS so VS1 
C VS. 

(VS1)* = Sr V* 

since V is bounded, and 

(StV*)*::J V**Sr* = VS1 = VS, 

VS1 = (VS1)** = (Sf V*)*::J V**Sr* == VS1 = VS. 

Thus VS1 = VS so!) is a core for VS. 

3. THE FREE PARABOSON FIELD 

• 

We now construct the free paraboson field of order p 
and show that it satisfies the hypotheses of Theorem 2, 
Let {H, B, X, f, v} be the free boson field over H. We use 
B(z) to represent the creation operators which were rep
resented by C(z) in Sec. 2. Let Ko be a finite dimension
al Hilbert space with bounded self-adjoint operators A"" 
1 '" a '" p, satisfying 

[A"" A 6 ]+ = 21>",6, 

as in the Clifford algebra. Let Vo be a fixed unit vector 
in Ko. Define 

i ' =Ko0 (~./(), 

r'(U) =/0 (~ol r(U)) , 
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v :::VQ®(~})' 
B .. (z):::A",® (l® ••• ®I®B(z)®I®" '®I), 

where there are p terms in parentheses and B(z) occurs 
in the Q position. 13 

v is in the domain of each polynomial in the operators 
B .. (z) and B:(z). LetD' be the set of all vectors in K' 
which are in the form of some such polynomial applied 
to v. H Q*(J, then onD', 

and 

[B", (z), Ba (y»)::: 0, 

[B:(z), B", (y»)::: (y, z), 

[B", (z), Ba(y)}.::: 0, 

[B,Hz), Ba(y) J. == 0, 

B:(z)v == O. 

Let K' ==!J'. Since 

r'(U)B",(z)r'(U)-l ==B",(Uz) 

and 

r'(U)v=v, 

(3.1) 

(3.2) 

(3.3) 

(3.4) 

(3.5) 

D' is invariant under r'(U) and so is K'. We will now 
consider the operators B",(z) and r'(U) as operators on 
K'. 

Let 

C'(z) =B1(z) + B2(z) + ... + Bp(z), 

Relations (3.1)-(3.4) imply that on D', 

[[C'* (x), c' (y) J., c' (z)] == 2(z, x)C' (y), 

[(C'(x), C'(Y»., C'(z)]= o. 
(3.6) 

These are Green's paraboson relations. We also have 

C'*(z)v == 0, (3.7) 

C'*(y)C'(z)v =p(z, y)v. (3.8) 

Let 0 be the set of all vectors in K' which have the 
form of some polynomial in the operators C' (z) and 
C'* (02) applied to v and let K be the closure of D. From 
(3.6), (3.7), and (3.8) it follows that vectors in D can 
be expressed as the image of v under polynomials not 
involving any C'* (z) • 

Since 

r'(U)c"(z)r'(U)-l ==C'(Uz), 

D, and thus K, are invariant under r'(U). Let r(U) be 
the restriction of r'(U) to K. The restriction of C'(z) to 
D (as an operator on K) has D in the domain of its ad
joint, and is thus closable. Let C(z) be its closure. 
{H, C, K, r, v} is the free paraboson field of order p. 

Define 

n'(z)==i[C'*(z), C'(z)}., 

n(z) =d-[C*(z), C(z)]+. 

onD', 
(n'(z), B",(Y)]=(Y, z)B",(z), 
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[n' (z), B!(y)] == - (z, y)B:(z), 

and 

n'(z)v =dpv. 

H liz II == 1, then also onD', 

[ar'(P.), B",(Y)}==(Y, z)B",(z), 

[ar'(Pe), B:(y)] == - (z, y)B:(z), 

and 

ar'(p .)v == O. 

Thus, onD', ar'(p.) and n'(z)-ip agree. D' is a set of 
finite linear combinations of eigenvectors of ar'(P.) and 
so D' is a dense set of analytic vectors of aI" (P.), and 
thus of n'(z). Therefore, n'(z) is essentially self-adjoint 
onD' and the closure of n'(z) is ar'(p.) +ip. Similarly, 
n(z) is essentially self-adjoint onD and the closure of 
n(z) is ar(P.) +ip. In fact, n(z) and n'(z) are already 
closed as we shall see. 

onD', 
[ar'(l), B,.(z)] = B", (Z). 

Thus, the spectrum of ar'(l) is contained in the set of 
nonnegative integers. This is similar for ar(l). Let 

D~={wE K: dr'(l)w=kw}, 

Dk={WE K: ar(I)w=kw}, 

D~,o==D~nD', 

Ok,o=DknO. 

D~,o is a dense subset ofD~ and the linear span of the 
union of the sets D ~ 0 is 0'. This is similar for D k 0, 
D

k
, andD, , , 

In the following, z is a fixed unit vector. Let C' = C' (z) 
and C = C(z). We note that C'*C' and C'C'* are bounded 
operators fromD~ intoD: while C*C and CC* are bound
ed operators fromD k intoD k • We exhibit the proof of 
this for C*C. 

It is sufficient to show that (C*C)1/2 is bounded onD k • 

Assume wEDk,o' Since WED, 

2dr(p .)w + pw = C*Cw + CC*w, 

2(ar(P.)w, w) +pllwI12 =(C*Cw, w) + (CC*w, w) 

2(ar(P.)w, w) +pllwI12
", (C*Cw, w). 

Since ar(P.) .;; ar(l), 

(2k + p)l\wl\2 '" (C*Cw, w) == II (C*C)1/2wI\2. 

Therefore, (C*C)1/2 is bounded by ,; 2k + P onD k •O and 
sinceDk,o is dense inDk' (C*C)1/2 is bounded onD k • 

Thus, each vector in D k' and so each vector in D, is an 
analytic vector for C*C and CC*. It follows from (3. 6) 
that for vectors inD, C*C and CC* commute. Thus they 
commute on a dense, invariant set of analytic vectors. 
This implies that they are commuting self-adjoint opera
tors. Since C*C and CC* commute and are positive, 
their sum is self-adjoint. Thus n(z) is closed and 

n(z) - ip =ar(P.). 

Similarly, 
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n'(z) -1p =dr'(PII). 

Let P~ be the projection onD~ and P" the projection 
onD". For wEK', let w,,=P~w. If wEK, then w"=P,,w. 
OnD', 

[dr ' (1), C'(z)] = C'(z), 

[dr'(l), C'*(z)]=- C'*(z). 

If UE K', 

P~+lC'P~U = C'P;u, P~C'*P~+lU = C'*P~+lU. 

From these it follows that 

(P:.1C'w, u) = (C'P:w, u) 

so 

If wEDom(C'), C'W=L"C'W". If w is also inK, then 
w" ED" and since C and C' agree onD", Cw" =C'w". 
Thus, L"CW" converges so WE Dom{C). This shows that 
if WE Dom{C') n K, then WE Dom{C) and C is the restric
tion of C' to Dom{C') n K. 

Relations (3.1), (3.2), and (3.5) imply that for each 
fixed a, {Ba , K'} is isomorphic to a direct sum of free 
boson fields and the relations 

Ba (z + y}::l Be> (z)+ BO! (Y), Ba (yz) = yBa (z) if y* 0 

follow from the corresponding properties of free boson 
fields. 14 Thus 

C'(z+y}::lC'(z)+C'(y), C'(yz)=yC'(z) if y*O 

so 

C(z + y):::> C(z) + C(y), C(yz) = yC(z) if y* O. 

n(z) satisfies (1. 19) because dr(p II) does and v is analy
tic for n(z) because n(z)v==~pv. 

We have now shown that the free paraboson field of 
order p satisfies the hypotheses of Theorem 2. 

4. PROOF OF THEOREM 2 

Suppose {H, C, K, r, v} satisfies the hypotheses of The
orem 2. n(z) is self-adjoint because C*{z)C{z) and 
C(z)C*{z) are commuting positive self-adjoint operators. 
LetA be the algebra of all polynomials in the creation 
and annihilation operators. Our first goal is to show 
that the vectors inAv are analytic vectors for each 
n(z). Suppose z is a fixed unit vector in H. Let C = C(z) 
and n==n(z). Let n== fAE(dA) be the spectral resolution 
of n. 

Lemma 4.1: Suppose ~ is a bounded interval of real 
numbers and E(~)w == w. Then for each nonnegative in
teger k, Cw E Dom(n"), C*w E Dom(n") and we have 

n"Cw = C(n + l)'tw, 

E(I:. + l)Cw = Cw, 

n"C*w=C*(n-l)"w, 

E(I:.-l)C*w=C*w. 

(4.1) 

(4.2) 

(4.3) 

(4.4) 

Proof: Since E(~)w = w, WE Dom(n) so WE Dom(C). 
C is bounded on E(~)K since 
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IICw1I 2 =(C*CW, w).;; 2(nw, w)';; 2(sup~)llwII2, 

exp(itn)Cw = exp(itn)C exp(- Un) exp(itn)w 

= exp(it)C exp(itn)w, 

exp(itn) - 1 C _ (oi)C (exp(itn) - 1) 
it w-exp t it w 

(
exp(it) - 1) C 

+ it w. 

Since 

(exp(i:tn) - l)w E E(~)K 

and C is bounded on E(~)K, 

lim c(exp(~!n) - 1) w = C lim (exp(i~;) - 1) w = Cnw. 
1-0 t t-o t 

Thus, 

lim (exp(i~n) - l)cw = Cnw + Cw = C{n + l)w, 
t - 0 tt 

so Cw E Dom(n) and nCw = C{n + l)w. 

Let Ko={u EK: E{~')u==u for some bounded interval 
~'}. If U E Ko, 

(nu, C*w) == (Cnu, w) = <en - l)Cu, w) 

=<u, C*(n-1)w). 

Since n is essentially self-adjoint on K o, C*w E Dom(a) 
and nC*w == C*(n - l)w. This establishes (4.1) and (4.3) 
for k == 1. The proof for general k is accomplished by 
induction; the induction step to prove (4.1) is almost 
identical to the proof for k == 1. The important points 
here are that rl'w E E(~)K and rl'c is bounded on E(~)K. 

Let Kd be the closed subspace of K generated by the 
eigenvectors of n. (4.1) and (4.3) imply that if wE Ka, 
then (4.2) and (4.4) hold and Ka is invariant under C 
and C*. Now suppose w E Ka~. Under this condition, (4.2) 
and (4.4) have been proved15 using slightly different hy
potheses. We give a simpler proof here based on the 
following fact about self-adjoint operators. 

Lemma 4.1a: Let T be a self-adjoint operator with 
spectral resolution T == f AE(dA). Suppose that E([ 0, oo»x 
== x and for each positive integer k, x E Dom(Tk). Let 

b==limllAkxl11/k and a==b_limll(b_A)kxlll /". 

Then [a, b) is the smallest closed interval such that 
E([a, b])x==x. 

The proof of this is straightforward and is similar to 
the proof that on a finite measure space the Lp norms 
of a function approach the Le norm. 

Suppose WEIG, fl=(a,b), and E(fl)w==w. Then 

IlrI'Cwl1 == IIC(n + 1)kWIl 

= I/(C*C)1/ 2(n + 1)kWII 

== II(n + 1)k(C*C)1 /2WII. 

Since (C*C)1/2 commutes with n + 1, Lemma 4. 1a im
plies that 
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limll {n + 1)k{C*C)1 12wII1 Ik '" limll (n + 1)kWW Ik '" b + 1. 

Thus, for some {);;. 0, 

limllnkCwll l Ik = b + 1 - 15 '" b + 1. 

Similarly, 

and 

II (b + 1 - 15 - n)kCwll = lI(b - 15 _ n)k(C*C)l 12wI! 

lim II (b - 15 - n)k(C*C)1 12wII1 Ik = liml! (b _ n)k 

x (C*C)1 12wI!1 Ik _ 15 

'" limli{b _ n)kwl!l Ik _ 15 

'" b - a- 6. 

Thus, 

b + 1 - 15 - limll (b + 1 _ 15 _ n)kCwlI1 Ik 

;;. b - 15 + 1 - (b - a - 15) = a + 1, 

so E([a + 1, b + 1])Cw == Cwo Since Cw E Kd~' 

E«a + 1, b + 1»Cw=Cw. 

Thus, (4.2) holds and a Similar argument yields (4.4). _ 

Lemma 4.2: If WE Dom(nky1/2), then CWEDom{II), 
C*w E Dom(II), 

nkCw = C(n + l)kw, 

and 

nk C*w=C*(n_1)kw • 

Proof: Let QJ=E(U-1,j» and Wj=Qjw. We first show 
that 2: jC (n + 1)kW j converges. 

(C{n + l)kwl> C(n + 1)kWj) = (C*C{n + 1)kWI> (n + l)kwj ), 

which is 0, if i *j, since C*C commutes withn. 

IiC(n + 1)kWj 1!2 =(C*C(n + 1)kWj> (n + 1)kWj) 

'" 2(j + 1)2k+11Iwj Il2. 

Since WE Dom(nhl 12}, Qjnhl 12w = nh1 12Wj' and so 
L j 11 II 01

/
2Wj 112 converges. 

IItt"Yl/2Wj I12;;. (j _ 1)2kY1 I1wj Il2, 

and so Lh - 1)2ky11Iw,1I2 converges, which implies that 
Lj(j + 1)2kY111Wj112 converges. Since Lj(n + l)kwJ converges 
(by a similar argument), 

and 

(n + 1)kW =6(n + 1)kWj 
j 

C(n + l)kw =6C(n + 1}kWj. 
J 

By Lemma 4.1, 

C(n + 1)kWj =nkCwj 

and so ~ jnkCwj converges. Since L JCW, converges, Cw 
=~jCwi> CWE Dom(nk) and 

nkCw =,£nkCwJ. 
j 

Thus, tt"Cw = C(n + 1)kW. A similar argument works for 

C* -

Lemma 4.3: If W is an analytic vector for n, then so 
are Cw and C*w. 
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Proof: Assume W is an analytic vector for n. Since 
WE Dom{nk) for every k, by Lemma 4.2, 

nkCw = C(n + 1)kW, 

IItt"Cwll = IIC{n + l)kwll 

Thus, 

= II{C*C)1/2(n + 1)kWIl 

'" v'2i1{n + 1)k+1/2WII 

'" v'zll(n+ l)lHlwlI. 

2:) IItt"Cwll(' 
k k! 

converges since 

-!211(n + 1)k+1wlltk 

22 k! 

converges. The same reasoning can be applied to show 
that C*w is an analytic vector for n. _ 

Our next goal is to show that a certain subset of the 
analytic vectors of n{z) is invariant under C(Y) and C*(Y) 
when y is orthogonal to z. Assume now that y and z are 
orthogonal unit vectors in H and let C =C{z), n =n(z), 
D=C(y), and m=n(y). Letn=JAE(dA) and m=JAF(dA) 
be the spectral resolutions. 

Lemma 4.4: If w is analytic for nand WE Dom(m), 
then Dw and D*w are analytic for n. 

Proof: (1. 19) implies that n, m, and D*D are com
muting self-adjoint operators. Let 

Qj = E(U - 1, j» 

Rj=F(U-1,j», 

PlJ=QIR ,. 

Q1 and R, commute, so Pi} is a projection. Let wi} 

=P1Jw, so that W = L IJWI}. We first show that ~ IJDwlJ 
converges. The terms in this summation are orthogonal 
since 

and D*D commutes with PI}' As before 

IIDwo I1 2
", 2jllw!J1I 2 

and 'Ljllwlj1l2 converges since WE Dom(rm). Thus Dw 

=~DwlJ· 

We now show that QjDwjJ=Dwl}. DP" is a bounded 
operator with bound .f2J. 

exp(itn)DPij exp(- itn) = exp(itn)D exp(- itn)P1J =DPi ,. 

DP1j commutes with n and so it commutes with Qi> 

DWIJ =DPlJw=DP1jQlw= QiDPijW= QIDw!J' 

Our next step is to show that for each k, L IJII DWIJ 
converges. Since QiDwlJ =Dwu, DWIJ E Dom{nb

). The 
terms in the summation are orthogonal and 

link DWIJ1I2 '" i 2k (2j)lIw1jIl2. 

If N is the set of natural numbers and Il is counting mea
sure on NXN, then since WE Dom«n + 1)2k), the double 
sequence {i2k11WIJ II} is in L 2{NXN, Il). Here, k is fixed, 
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i and j are the indices of the sequence. Since W 

E Dom(m + 1), {jIlWIJ Ii} is also in Lz(NXN, Il). Therefore, 
the product of these two double sequences, {i 2kjIlWIJII2} 
is in L 1(NXN, Il) so ~ IJllnkDwjJll z converges. This shows 
that Dw E Dom(~), and 

II~ Dwllz.;: (~lIIWjJII2) l/Z(~i'kIIWIJIIZ) lIZ 

II~ Dwll.;: O! (~iUIIWIJI12) 1/4 

.;: O!II (n + 1)2kW1I1/2 

for the appropriate constant, o!o Thus, the radius of 
convergence of 

~ II~Dwllt' 
k k! 

is at least as great as that of 

II (n + l)2kwlll/Zt' 
~ k! . 

(405) 

We now use the following elementary fact about power 
series: If 2:k(akt'/k!) converges for Itl<J3, then 
2:k[(a2k)1/2t' /k!] converges for 1 t 1 < tJ3. 

This can easily be proved using Stirling's formula. 
Applying this result, we get that the radius of conver
gence of (4.5) is at least half as great as that of 

"" II (n + l)kwllt' 
'I: k! ' 

which is positive since W is analytic for n + 1. A similar 
argument for D* completes the proof of Lemma 4.4. • 

We are now ready to prove thatAv is a set of analytic 
vectors for each n(z). We first note that since 

C(x + yp C(x) + C(Y), (4.6) 

if z is fixed, we may assume that the operators inA 
involve only vectors y E H which are either parallel or 
orthogonal to z. Since v is analytic for n(z), Lemmas 
4 03 and 404 and a simple inductive argument give the 
resulL 

Our next step is to show that the paraboson relation
ship, (10 4) is satisfied onAv. We first note that if W 

EAv, we have shown in Lemma 4.4 that nDPjJw 
= DPlJnw, so nDwjJ =DnwjJ' A now familiar argument 
shows that all relevant summations converge, so nDw 
=Dnw. We now have that if z and yare orthogonal and 
wEAv, 

[n(z), C(z)]w = IIzIl2C(Z)W 

and 

[n(z), C(y)]w=Oo 

If y is now arbitrary, we can write y as a sum of two 
terms, one parallel to z and one orthogonal to z and use 
(4.6) to get 

[n(z), C(y)]w = (y, z)C(z)w. 

Polarization of this (in z) then gives (104)0 

Let z be a unit vector in H. For the free paraboson 
field of order p, n(z) and ar(P.) differ by tp, a scalar 
which is independent of z. We now show that we have a 
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similar result here. n(z) and ar(P.) are commuting self
adjoint operators and so 

B(z) = 2[n(z) - ar(P.>1 

is a well-defined self-adjoint operator which hasAv as 
an invariant set of analytic vectors. We will show that 
B(z) is independent of z. It is sufficient to show that 
B(z)w is independent of z for each W EAv sinceAv is a 
core for B(z). Since 

and 

exp[itar(p.) ]C(Y) exp[ - it ar(P.)] = C[exp(itP .)y], 

exp[itB(z) ]C(Y) exp[ - itB(z)] = C(Y), 

exp[itB(z) ]C*(Y) exp[- itB(z)] = C*(Y), 

so if AEA, 

and 

exp[itB(z)]A exp[ - itB(z)] =A, 

exp[itB(z)]Av =A exp[itB(z) lv, 

exp[itB(z)] - 1 A =A (exp[itB(Z)] - 1) 
it v it v. 

(4.7) 

As t approaches 0, the left side approaches B(z)Av and 
so the right side converges. 

j [exp(itB(z» - l]v 

approaches B(z)v and since A is closable (Av is in the 
domain of A*), the right side approaches AB(z)v. Thus, 
B(z)Av =AB(z)v, and therefore it is sufficient to show 
that B(z)v is independent of z. The proof of this fact is 
identical to a proof previously given. 18 We sketch it here. 
If y is orthogonal to z, then 

ar(P.)c*(z)C(y)v = - C*(z)C(y)v 

so C*(z)C(y)v = 0 since ar(P.)? O. Thus, if y and z are 
(not necessarily orthogonal) unit vectors, 

C*(z)C(y)v =C*(z)C(P.y)v 

=(y, z)C*(z)C(z)v 

=(Y, z)B(z)v 

and similarly, 

C*(z)C(y)v =(Y, z)B(y)v, 

thus, B(y)v=B(z)v if (Y,z)*O. Therefore, B(z)v is in
dependent of z. Let B::=B(zL 

The next step is to show that the spectrum of B con
tains only nonnegative integers. B commutes with each 
r(U) since 

r(U)B(z)r(CJ)-l ::=B(Uz) =B(z), 

and so B commutes with each ar(p.). We will use the 
following lemma: 

Lemma 4.5: SupposeD is a subset of K which is in
variant under each C(z) and C*(z), and (1.4) holds onD. 
Suppose W ED and {Zi> Z2, ••• , Zk} is an orthonormal set 
of vectors in H such that for j::= 1, 2, 0 0 ., k, ar(P.J)w::= O. 
Let SJ be the symmetric group on j elements and define 
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Then 

1141 Jllz == (i! )Z(B(B - l)(B - 2) ••• (B - j + t)w, w). 

Proof: We set Cj==C(zJ)' 

II4IJll z==6(QJ4I J' (-t)~C.U..1)·· ,CdW), 
• 

but each term in the summation is independent of 1f since 
41 J is already antisymmetric, so 

II4IJII 2 ==jl (q4l" CJo1 " ,C1w). 

Similarly, 

(CT4I j , (-1)'C. Uo1 )·· ·C.1w) 

is independent of 1f E S Jo1> so 

1I4I,\lz ==j<CT4IJ, 4I Jo1>. 
Since 

CTC JW == olJBw, 

if we use (1. 4) to eliminate C1 and CJ from 

CT4IJ ==6(-1)·QC.J ••• C~lW, 

the result will consist of terms linear in B and terms 
independent of B. Since the result must be antisym
metric in C1, Cz, ••• , CJo1> there are scalars OIJ and {3J 
such that 

Cf4lJ == (OIJ + B{3J)4IJ..1' 

Thus, 

II4IJll z ==j«OI, + B{3J)4I'ol, 4I,ot> 

and similarly, 

lI4IkIl2==k!(~ (01, + B{3,)Bw, w) 

since 411 ==C1w. 

The scalars OIJ and (3, have been determined17 for the 
case in which B was a scalar. The result and proof are 
the same here: 

OIJ + B{3, ==j(B -j + 1). 

This completes the proof of Lemma 4.5. 

Since H is infinite dimenSional, for any w EAv and 
positive integer k, there exists an orthonormal set 

• 

{Zt, Z Z, ••• , Zk} such that dr(p IfJ)W == O. Thus, D =Av and 
w satisfy the hypotheses of Lemma 4.5. If P is any 
spectral projection of B, then P commutes with each 
dr(p,,) and by (4.7), foreachAEA, PACAP. ThUS, if 
we takeD ==pAv and any WEPAV, these also satsify the 
hypotheses of the lemma. Therefore, for all WE PAv 
and all nonnegative integers, k, 

(B(B - 1) ••• (B - k)w, w) ;:;. O. 

The union of the sets PAv as P ranges over the spectral 
projections of B corresponding to bounded sets is a 
dense set on which each polynomial in B is essentially 
self-adjoint. Thus, 

B(B _ tHB - 2) ••• (B - k);:;. 0 

and so the spectrum of B is contained in the set of non
negative integers. 
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Let Kp =={w E K: Bw =pw} and let Pp be the projection 
ontoKp• Kp=p;;iri;==APpv sothatifPpv*O, 

vp ==Ppv/IIPpvll 

is cyclic for Kp. 

C*(z)vp==O 

and since r(V) commutes with B, Kp is invariant under 
r(V). Therefore, 

r(V)vp == vp 

and 

C*(y)C(Z)vp =: (z, y)Bvp ==p(z, y)vp. 

Each Kp reduces C(z) and (1. 4) holds onAvp • It is now a 
Simple matter to construct an isomorphism (as in Sec. 
2) between {H, C, Kp, r, vp} and the free paraboson field 
of order p. 

5. EXTENSIONS 

We have already remarked that the hypothesis of 
Theorem 1 that v is analytic for each n(z) can be re
placed by the condition that v is in the domain of C(z) 
for some nonzero z in H. Given the other hypotheses of 
Theorems 1 or 2, the condition 

r(V)v ==V (5.1) 

for all unitaries, U, on H can be replaced by the weaker 
condition that there exists a nonnegative self-adjoint 
operator, A, on H whose discrete spectrum does not 
contain 0 such that 

r[exp(itA)]v =V. 

That this condition implies (5.1) has been proved in a 
previous paper. 18 The proof relies heavily on the posi
tivity of dr. 

In Theorems 1 and 2, it is also possible to weaken 
the positivity condition, dr;:;. 0, if the full invariance 
condition (5.1) is kept. In Theorem 1, dr;:;. 0 is used 
only to prove that 

C*(z)v == 0 (5.2) 

for all Z E H. In Theorem 2 it is used to prove (5.2) and 

C*(v)C(Z)v=O (5.3) 

when y is orthogonal to z. (5. 2) and (5. 3) are implied 
by a weaker positivity condition. (5.2) holds if dr(A) 
;:;. 0 for some nonnegative self-adjoint operator, A, other 
than O. (5.3) also follows if this operator is not a mul
tiple of the identity. These statements have been proved19 

for parafermions using the condition that C(z) is a 
bounded operator. 

We now modify the proof given there to include the un
bounded case. First we remark that because of (5.1) 
and 

r(V)c* (z) r(V)-l = C*(Uz), 

IIC*(z)V II depends only on liz II and so there is a constant 
01, such that 

IIC*(z)vll == OIllzll. 

Similarly, there exist constants {3 and Y such that 
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IIC*(y)C(z)vll = 13 IIy II IIzll 

when y is orthogonal to z and 

IIC*(z)C(z)vll = Yllzll2. 

Thus, there exists a constant 6 such that for arbitrary 
y and z, 

IIC*(y)C(z)vll ~ 611yll IIzll. 

In particular, C*(z)v is a continuous function of z and 
C*(y)C(z)v is continuous in both y and z. 

Suppose A is a self-adjoint operator on Hand z 
EDom(A), 

exp(it dr(A) ]C* (z)v = C* (exp(itA)z ]v, 

(exp(it~~(A)]-l )C*(z)v =_ C* (eXP(i::) -1 z )v. 

As t approaches zero, 
(5.4) 

exp(itA) - 1 A 
it z - z, 

so by the continuity of C*(z)v noted above, the right 
side of (5.4) approaches - C*(Az)v. Thus, C*(z)v is in 
the domain of dr(A) and 

dr(A)C*(z)v = - C*(Az)v. 

Suppose A", 0, r"* 0 is in the spectrum of A, and 
dr(A) '" O. For each t: > 0 there is a unit vector z 
E Dom(A) such that II (A - r)z II < t:, 

o ~ (dr(A)C*(z)v, C*(z)v), 

o ~ - (C*«A - r)z)v, C*(z)v) - r(C*(z)v, C*(z)v), 

O~ a 2t: _ ret = a 2(t: - r). 

Sincet: is arbitrary, a=O. This gives (5.2). 

(5.5) 

If y and z are in the domain of A, then in a manner 
similar to the one used to derive (5.5), we get that 
C*(y)C(z)v is in the domain of dr(A) and 

dr(A)C*(y)C(z)v =C*(y)C(Az)v - C*(Ay)C(z)v. (5.6) 
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Now, 11 A", 0, A;l 0, A is not a multiple of the identity 
and dr(A)", 0, we choose two numbers rands in the 
spectrum of A with r < s, For each (> 0 there are or
thogonal unit vectors y and z such that II (A - s)z II and 
II (A - r)y II are less than (, Using (5.6) we obtain 

o ~ (C*(y)C(Az)v, C*(y)C(z)v) - <C*(Ay)C(z)v, C*(y)C(z)v) 

o ~ 2132( + (r _ S)j32, 

Again, since (is arbitrary and r<s, 13=0, This gives 
(5.3). 
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Covariant canonical formulation and centers of mass and 
motion for a relativistic two-body problem 
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Fokker has given a multitime action principle yielding the equations of motion for a relativistic two-body 
system in which the first particle responds to the retarded Lienard-Wiechert field of the second, while the 
second responds to the advanced field of the first. The present paper exhibits a single time parameter 
Lagrangian which avoids the no-interaction theorems and leads to a manifestly covariant and canonical 
description of this system via Dirac's generalized dynamics. Within this formulation the system possesses a 
manifestly covariant and canonical center of mass and a separate manifestly covariant but noncanonical 
"center of motion" which moves with the constant 4-velocity corresponding to the conserved total 4-
momentum. In the one-dimensional case the two centers coincide, and the differential equation for the 
internal motion reduces to the classical Kepler problem. In the general case the motion lies in a plane, and 
the center of mass moves in a circle about the center of motion. 

INTRODUCTION 

This paper presents a single-parameter Lagrangian 
which avoids the no-interaction theorems1- 5 and leads 
to a manifestly covariant and canonical formulation, a 
manifestly covariant and canonical center of mass, 
and a manifestly covariant "center of motion" for a 
relativistic action-at-a-distance tWO-body problem due 
to Fokker6 ; One spinless electrically charged particle 
responds without self-action to the retarded Li~nard
Wiechert field of a second, while the second responds 
similarly to the advanced field of the first. Although 
this problem is time asymmetric, the fact that it has 
ordinary differential equations of motion has led authors 
to examine it as a close approximation to the difference
differential equations of the time-symmetric Wheeler
Feynman problem, 7,8 or in the hope that it will illumi
nate more physical problems. 9-12 

Fokker6 derives the equations of motion and the con
served total 4-momentum vector P' of the two-particle 
system from a multitime action principle and the ex
ternally imposed constraint that the particles maintain 
null separation r". Due to the constraint, the coordi
nates of the particles are not independent. The result
ing equations of motion express the proper acceleration 
of each particle in terms of the proper acceleration of 
the other, the proper velocities, and the coordinates. 
Bruhns, 10 proceeding in the same manner, finds the 
conserved total angular momentum tensor J"~ and sim
plifies the equations of motion to express the proper 
accelerations in terms of the proper velocities and the 
coordinates. 

Staruszkiewicz13 finds a single-parameter canonical 
formulation for the theory by introducing the spatial 
components r of the separation vector and the compo
nents of a center of mass as independent generalized 
coordinates. Neither the particle coordinates nor the 
time component rO of the separation vector are canoni
cal. The center of mass has a complicated equation of 
motion and is a canonical position variable only if P" 
is replaced by its numerical value. 

Kunzleu gives a differential geometric multitime 
formulation of the general problem of two interacting 
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relativistic particles and finds that the spatial com
ponents of the particle coordinates can be independent 
canonical variables if the particles have null separa
tion. He studies Fokker's problem as an approximation 
to an interaction he derives within his formulation from 
the Li~nard-Wiechert fields with the acceleration terms 
ignored. 12 After finding P' and J"~ and their Poisson 
brackets via Noether's theorem and their properties as 
generators of the Poincar~ group, he uses them to con
struct, following Synge, 14 a center of mass defined up 
to an arbitrary term parallel to p,.. Although this center 
of mass has constant velocity and the appropriate 
brackets with the spatial components of J"~ and p,., it 
is not a canonical position variable because its spatial 
components do not have zero Poisson brackets with 
each other. 

Working within the frame defined by his center of 
mass, Kunzle12 reduces the problem to quadratures and 
gives numerical results for the case of equal rest 
masses and for the case of circular motion for arbitrary 
mass ratios. Rudd and Hill, 9 Staruszkiewicz, 7 Bruhns,10 
and Kiinzle12 give solutions for the special case where 
the motion is confined to one dimension by the initial 
conditions. Bruhns also gives circular motion solutions. 

The first section of the present paper exhibits a 
single-parameter Lagrangian with a Lagrange multi
plier term which yields simultaneously the light-cone 
constraint and Fokker's and Bruhns' equations of motion 
in forms containing derivatives with respect to the 
single scalar parameter s instead of the two proper 
times of the particles. It also yields definitions for the 
particle momenta and, via Noether's theorem, the con
served momentum P" and angular momentum J"~; each 
of these contains interaction contributions in accordance 
with the general theorem of Van Dam and Wigner. 15 The 
Lagrangian guarantees the existence of a canonical 
formulation of Fokker's problem in which the Hamilto
nian is a scalar and the temporal components as well 
as the spatial components of the particle positions and 
momenta are independent canonical variables in the 
sense of Dirac's theory of generalized dynamics. 16,17 

This guarantee justifies the definition of a manifestly 
covariant Poisson bracket, from which results the ex-

Copyright © 1977 American Institute of Physics 1006 



                                                                                                                                    

pected basic brackets and the Lie algebra of the 
Poincar~ group. The world-line condition brackets 
fundamental to the no-interaction theoremst-5 do not 
arise here because of the independence of the 
components. 

The "center of motion" 4-vector defined in the second 
section is the Synge-Kunzle center of masst2 modified 
to include a specification of the time component. Al
though its does not lie on the line joining the particles 
and is not canonical, its derivative is the constant 4-
velocity corresponding to P"'. It thus provides a natural 
frame, the "center of motion frame, " for describing 
the motion of the particles, and its proper time pro
vides a natural choice for the parameter s. The name 
"center of motion" distinguishes it from the separate 
center of mass and suggests its relation to the motion 
of the system. 

The third section defines a center of mass for the 
system. It lies on the line joining the particles and is 
a covariant position variable canonically conjugate to 
P"'. Although it is functionally more complicated than 
Staruszkiewicz's center of mass, 13 its motion is 
simpler. This is most apparent in the center of motion 
frame, as discussed in the fourth section. If J"'- is not 
zero, the particles move in a plane, the center of mass 
moves in this plane in a circle about the center of mo
tion, and r remains tangent to this circle at the center 
of mass. These geometric relations and the specifica
tion that s be the center of motion proper time simplify 
the reduction of the problem to quadratures. If J"'- is 
zero, the centers of mass and motion coincide, the 
motion is (excluding an exceptional case) one-dimen
sional through the center of motion, and the reduced 
equation for the internal motion has the simple inverse 
square form of the classical Kepler problem. 

LAGRANGIAN FORMULATION 

The symbol x"'" represents the Minkowski space co
ordinates of particle n, where Greek indices ranging 
from 0 to 3 denote the components of 4-vectors and 
x" ° = ct". The particular subscripts n, f == 1, 2 always 
refer to the two particles and are never equal when 
they appear in the same equation, All other small Latin 
indices range from 1 to 3 and denote the components 
of the spatial part a of a 4-vector aU. The metric tensor 
isg fl ==_goo==l, g"'-==Ofor M*". Theformaob de
notes the scalar product d"b", of two 4-vectors. A dot 
above a variable indicates differentiation with respect 
to a single scalar parameter s subject only to the non
holonomic constraints that the velocities xn'" be timelike 
and future pointing: 

(1) 

The first object of this section is to show that the 
equations of motion for Fokker's time-asymmetric two
body problem result from the single- parameter 
Lagrangian 

(2) 

where g=ele2/c is the coupling constant in Gaussian 
units, m" and e" are the constant rest mass and electric 
charge of particle n, the scalar;\. is a Lagrange multi-
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plier, and 

r'" =xi'" -X2"', 1; =-Xl 'i2 > 0, 

W,,=(_X"'i")t/2> 0, Cl"=-x"·r. 

By the Lagrangian equations the particle momenta are18 

p/ = aL/ax"",==m"ci/ /w" + gf/ (Cl1-
1 + Cl2 -1)/2 

(3) 

and the momentum conjugate to the Lagrange multiplier 
is 

71'= aL/a~ = 0; 

their derivatives are 

and 

1r = aLIa;\. == r' r. 

Fokker's externally applied constraint 

r'r==O 

(4) 

(5) 

(6) 

(7) 

now appears as a consequence of (4) and (6). With the 
assumption that rO > 0 for definiteness, the derivatives 
of (7) imply 

and 

r 'r==- r 'r"" O. 

Equation (8) simplifies (3) to 

p/ =m"ci,,'" /w" +gi/ /Cl- g</Jr'" /2, 

where 1/! = 1;/Clt Cl2 > O. 

(8) 

(9) 

(10) 

Equating the derivative of (3) with (5) and taking the 
scalar product with x" '" lead to an expression for the 
Lagrange multiplier: 

(11) 

The elimination of ;\. now reduces (3) and (5) to the 
single-parameter equivalent of Fokker's equations of 
motionS,10: 

d • ~ .. ~ • J..L •• 

m"c 1-_ ~ _ Xi xf'r 
gCl ds w" - cr (73 

+r'" (1/!X~'r _ XU;X1+ (_1)" ~(~-1/!r"'). 
(12) 

Equation (12) implies 

m"cr", d ~ _ (- 1)" 
gCJ ds w" - - ---,;r (13) 

and 

m"CPfXtu d ~ = ~ (~ iL) 
ifil ds w" CJ' ds Wi 

+(-1)" (~-~) 
micp" Pi 
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where Pn;:"n/wn> O. Using (13) and (14) in (12) yields 

(_l)n.!l 3:... xnJl. _g2 (~_~) (rJl. _ x/) 
wn ds wn mncp, Pn Pn wn 

(15) 

where 11 * mtm2c2ptP2 - g2. This is the single-parameter 
equivalent of Bruhns' equations of motion, to which are 
expressed in terms of the proper times Tn, the proper 
velocities v/ ;:dx/ /dTn satisfying vn' vn = - c2, and the 
proper accelerations a/ ;:dvnJl. /dTn• The translation to 
the proper time form follows from the identities 

wnds=cdTn, ic/ /wn=vnJl. /c, 

1/!=-Vt' V2/C2PtP2, pn=-vn'r/c. 

Since both (12) and (15) satisfy 

XnJl. d(XnJl./wn)/ds=O 

identically, each of them contains only six independent 
equations for the eight accelerations i/o Equation (9) 
provides a seventh equation, leaving one acceleration 
arbitrary in accordance with the arbitrariness of the 
parameter S. The initial conditions must satisfy (7) 
and (8). 

Within this single-parameter formalism the invari
ance of L under the space-time translations and rota
tions of the Poincar~ group implies, via Noether's 
theorem, that the energy-momentum 4-vector 

pJl. ;:PtJl. +pt = 6 (mnc +g/Pn)x/ /wn _glfJrJl. (16) 
n 

and the angular momentum tensor 

J"'V;: 6 (x/PnV - x/p/) 
n 

(17) 

are conserved. Equations (3), (7), and (8) and the 
proper time notation reduce P'" and JJl.V to the expres
sions given by other authors. 6,10,12,13 The interpretation 
of pJJ. as the 4- momentum of a composite particle and 
the definitions of the centers of motion and mass given 
in the next sections require that the initial conditions 
determine pJl. to be timelike and future pointing. The 
scalar m> 0 defined by 

m 2c2;: - p. p = 6 (mnc + g/Pn)2 + 2111/! 
n 

is conserved and represents the rest mass of the 
composite particle. Simultaneously, mc2 represents 
the total energy of the system in the frame where 
P'=O. 

(18) 

The following incomplete discussion of the single
parameter canonical formulation of Fokker's problem 
suffices as justification of the Poisson bracket used in 
the next sections to study the centers of mass and 
motion. The definitions of the particle momenta in (3) 
yield 

rn=- Pn'r 

= mncPn + g(1; + 1) 1;t .... /2 + glfJ1;3-2n r • r/2, (19) 

A., = - Pn 'Pn 
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and 

= mn 2C2 + [g(1; + 1) 1;t"'/2p,P - (glfJ1;3-2n /2)2 r' r 

+ gmncPnl/! - g21/J(1; + 1) 1;4-3n /2, 

'E.= - Pt' P2 

= mtm 2c2 ptP21/J + (mt/ptl; + m2/P2) 

g(1; + 1) c/2 - (mtpt/I; + m2P21;)glfJc/2 

- (g1fJ/2)2 r' r, 

(20) 

(21) 

where 1;;: "2/O't. [At this point in the Hamiltonian analy
sis (7) and (8) are unavailable.] The elimination of the 
four velocity dependent variables Pn, 1/J, and I; from these 
five equations yields one scalar constraint CPt (PnJl., x/) 
= O. Alternatively, the existence of CPt is guaranteed 
by the zero-degree homogeneity of the p/ of (3) under 
simultaneous variation of the x/. Equation (4) is a 
second scalar constraint: CP2;:1T = O. Hence the 
Lagrangian is nonstandard in the sense that the elimina
tion of the velocities xnJl. and ~ in terms of xnJl., ;\., pnJl., 
and 1T and the usual transition to the Hamiltonian are im
possible. Nevertheless, the transition is possible with
in Dirac's theory of generalized dynamics, 16,17 which in 
the present case prescribes the scalar Hamiltonian 

H;: Vt CPt + V2 CP2 - L + 6 Pn • xn 
n 

(22) 

where Vt and V2 are scalar functions of ic/ and ~ only. 

The Poisson bracket of two variables A and B in 
this formulation is 

aB ) 
aXna ' 

(23) 

where xn 01., Pn 01., ;\., and 1T are independent canonical 
variables, and the constraints CPt = 0 and CP2 = 0 apply 
only after the derivatives have been taken. The only 
nonzero basic brackets are 

(24) 

and 

[;\., 1T] = 1. (25) 

The brackets of pJl. and JJl.V produce the Poincar~ 
algebra: 

[p' ,pv] = 0, (26) 

(27) 

and 

(28) 

A CENTER OF MOTION 

The" center of motion" discussed in this section is 

(29) 

where 

(30) 

It is a modification of the center of mass defined by 
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Synge14 and applied to Fokker's problem by Kiinzle 12 ; 

they specify only b = - x 0 P so that their center is defined 
only up to an arbitrary term parallel to P', and their 
time component X O is undefined in the frame where 
pf = O. The definition (30) does not fit the general ap
proach exemplified by Lorente and Roman, t9 because b 
is constructed from the individual particle variables 
rather than the generators PI' and J"". The new name 
emphasizes that the role of x" is distinct from that of a 
center of mass. 

Since PI' and J"" are conserved, the derivative of the 
center of motion is 

x" =" P' /m2c
2

, 

where 

(31) 

b = mtcwt + m2c w2 > 0 (32) 

follows from (5), (7), (8), and (10). Hence if' is, like 
pI', timelike and future pointing. The equation 

mw,,=m(-;" i)1/2 =mtwt +mZw2 =b/c, (33) 

resulting from (31) and (32), implies that the proper 
velocity of the center of motion is constant: 

v,." =dx"'/dT" = cX"'/w" =P"/m, (34) 

where the definition of the center of motion proper time 
T" requires v,,' v" = - c2• Using wn = C1 / Pn in (33) leads to 

C1=mw,,/(mtPit +m2Pi1). (35) 

Since w"=ct,,, etc., (33) with an appropriate choice of 
the initial values of the proper times integrates to 

mT,,=mtTt +m2T2 =b/c2• 

Equations (16), (19), and (34) give 

r = mcp" = r t +r2 =mtcPt +m2cP2 +2g, 

where p,,=CJ,,/w,, = - x or/w" and r = _por. 

(36) 

(37) 

The conservation of P'" and J"" implies the conserva
tion of the Pauli-Lubanski vector 

WI' =J,.*"P", (38) 

where J",*" =e"""'BJ"'B/2 and E"""'B is the completely anti
symmetric tensor with EOt23 = - e0123 = 1. Equations (10), 
(16), and (17) give 

(39) 

Numerous orthogonality relations result from (38) and 
(39), including 

Wop=O 

and 

(40) 

Since P" is timelike, WI' must be spacelike or zero. 
Equation (39) with the elimination of l/i from (18) and 

(41) 

yields 

Wo W/1/ =1/7-0 r/u2 =m2c2 - mcp,,(mtcPit + m2cPit ). 

Equation (35) then yields 

a==m2c2w.,p,,/(m2c2 - W' W/17). (43) 

The spin angular momentum tensor associated with x'" 
is 

S:" =J"" - (x'" P" - x"P"). 

By (29) and (38), S:" is conserved and satisfies 

S:"P" == 0 

and 

W" ==S" * ,."P". 

The Poisson brackets of x'" are 

(44) 

(45) 

[x"',p"]=g"''', (46) 

[J"''',xa]=g",ax '' _g"ax'" , (47) 

and 

[x'" , x"] == - S:" /p. P. (48) 

Hence, although x" transforms properly under the 
Poincar~ group, its components are not independent 
canonical variables. 

A CENTER OF MASS 

According to (23), any form z" =dtxt" +d2X2", where 
d t and d2 are numbers such that dt + d2 == 1, is a canoni
cal position variable conjugate to P"'. The correspond
ing internal canonical variables are r" and p~=dzPt 
- dt P2". The Newtonian specification dn = mn/(mt + m2) 
provides an example. Staruszkiewicz's center of masslS 
with 

dn = [1 + (- l)"(m~ - mi)/m21/2 

also fits this prescription, under the condition that 
m2=_poP/c2 be replaced by its numerical value. How
ever, the motions of these centers of mass are 
complicated. 

Some simplification results from chOOSing the follow
ing definition with nonnumerical weighting factors: 

(49) 

wherer,,=-Pn'r=mncPn+gby(7), (8), and (19). Equa
tions (7), (16), and (17) yield an expression for z,. in the 
general form proposed by Lorente and Roman for posi
tion operators in quantum mechanicst9 : 

z'" = (J""r" + Xt 0 rP" )/p. r. (50) 

But this definition does not fit their approach, because 
its is constructed from the individual particle coordi
nates and because r" is null, not timelike. (Since P' is 
timelike by assumption, the denominator cannot be 
zero. ) 

This center of mass resembles the Newtonian center 
of mass in that it lies on the line joining the two parti
cles, yields the inverse relations 

(51) 

(42) and has the Poisson brackets of a manifestly covariant 
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canonical position variable conjugate to plJ.: 

k', z"]=o, 

[zlJ., pv] =gIJ.V, 

and 

(52) 

(53) 

(54) 

In the limit of small velocities and coupling constant, 
both z and x reduce to the Newtonian center of mass, 
while t. and t:x; reduce to the instantaneous Newtonian 
time. 

The spin angular momentum tensor corresponding 
to zlJ. is 

S~V=JSJ.V_ (zlJ.pV_zvpSJ.) 

='/)(rlJ.;'v _ rVylJ. )/ar, 

where the equality follows from (16), (17), and (49). 
Hence it obeys 

and 

S.IJ.VrV == 0, 

S:vSZIJ.Y==O, 

Its Poisson brackets are 

[s IJ.V zo]== 0 If' , 
[s lJ.y p']-O ., -, 

and 

[s IJ.Y S po] == (JIJ.V spa] . , . , . 
Since 

(55) 

(56) 

(57) 

(58) 

(59) 

(60) 

(61) 

r n = mncPn == (- l)n CJ(mncPnz/! - mncp;1 + gpi2 ) (63) 

by (5), (8), (10), and (19), the derivative of zlJ. is 

(64) 

Hence, zlJ. is not constant nor even necessarily timelike: 
(42) provides We W/'/) < m 2c2 but is insufficient for deter
mining the sign of 

Z e Z = (CJ/mcpx)2(2W' W/'/) - m2c2). (65) 

Nevertheless, the motion of zlJ. is simple in the center 
of motion frame discussed in the next section. The basis 
of this simplicity is the general relation between the 
centers of mass and motion, which follows from their 
definitions: 

zli- ==x'" +JIi-Vry/Pcr_JIJ.YPy/pcp 

_ Ja~Par~ plJ. /(p. r)(P. P). 

This equation implies 

(zli- _:? HZii- - Xli-) == W· w/(p. p)2 ~ ° 
and the orthogonality relations 

(zlJ.-:?)PIi-=O, 

(zli- -x"')rlJ. = 0, 

(.iii- - i'" ) P IJ. == 0, 
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(66) 

(67) 

(68) 

(69) 

(70) 

and 

(Z,. -xli-)(Z,. -XIi-)=o. (71) 

CENTER OF MOTION FRAME 

Since pli- is timelike and future pointing by assump
tion, (34) and the Poisson brackets of xli- and pli- guaran
tee that a Lorentz transformation followed by a space 
translation suffices for reaching the "center of motion" 
frame, where pO=mc, P==O, x==O, XO=CT:x;, and x=O. 
This frame differs from Kunzle's center of mass frame12 

in that xO is specified in terms of the particle variables. 

In the center of motion frame the definition of P:x; and 
(7) yield 

p:x;==rO==r= Irf; 
(29) yields 

and (38), (44), and (55) yield 

S:x; 01 == 0, S.OI = mczl , 

Wo==O, S:x;=Sz==J==-W/mc, 

where J 1 = tel Jk JJk' etc. Hence, (66) implies 

zo=xo, z==Jxr/mcr. 

(72) 

(73) 

(74) 

(75) 

(76) 

These equations describe the geometry of the system 
in the center of motion frame. If J= IJI *0, (40) and (75) 
show that the particles move in the plane perpendicular 
to the conserved spin S.==J, and (76) shows that the cen
ter of mass moves in this plane in a circle of radius 
J/mc about the origin, while r moves so as to always 
pass through the center of mass perpendicular to z. If 
J == 0, (76) implies that the center of mass and the center 
of motion coincide. 

The choice s = T:x; is natural and convenient, especially 
in the center of motion frame. Although this specifica
tion Simplifies the equations of motion to forms which 
may be interesting in themselves, in combination with 
the conservation laws it already provides a formal 
reduction to quadratures simpler than that obtained by 
Kunzle12 : Eqs. (43) and (75) with w:x:==c yield 

(77) 

Solving (37) and (42) simultaneously for the Pn as func
tions of P:x; also provides expressions for ,/), Z/!, and CJ as 
functions of Px via the definition of ,/), (18) or (41), and 
(77). Employing these expressions in (37) and (63) 
yields P:x; = f(Px) , which integrates to give P:x; and the 
above scalars as functions of Tx' 

Equations (56), (75), and (77) yield the expression 

for the angular velocity of r. Since'/) is already known 
as a function of T", this equation integrates to provide 
the direction of r. Finally, (51) and (76) provide the 
particle coordinates. 

If J * 0, (8) and (77) guarantee'/) * ° and'/) - J2 * 0, so 
that the demoninator in (78) cannot be zero. The case 
J = 0, '/) = ° is discussed by Kunzle. 12 
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If J = 0 and 1/ '" 0, (7S) implies that the direction of r" 
is constant. Since Z= 0 for J = 0, the motion is one
dimensional along a line through the origin in the center 
of motion frame. Although solutions for this case have 
been given by several authors,1,S,1O,12 a particularly 
simple method of solution results from the present 
formalism: In any frame (41) and (42) yield 

and 

2", _ -2 + p-2 
'I'-P1 2 

mp;l = mlPi1 + m 2P;1, 

while (77) yields 

CJ=cp". 

Employing these equations with (37) and (63) gives 

mlm a b P1P2 ==gc (P1P2) -2 , 

m dT" P" p" 

(79) 

(SO) 

(Sl) 

(S2) 

which is simply the inverse square law differential 
equation of the classical Kepler problem. Its well
known solution, (37), (51), and (SO) yield the particle 
coordinates as explicit functions of T". 

DISCUSSION 

The distinguishing feature of the present treatment 
of Fokker's time-asymmetric two-body problem is that 
the temporal components of all 4-vectors have equal 
status with the spatial components as independent func
tions of a single scalar parameter, despite the con
straints vn • vn == - c2 on the proper velocities and the con
straint that the particles have null separation. This 
feature is based on the Langrange multiplier term in the 
Lagrangian and on the generalized theory of Hamilton
ian dynamiCS, which Dirac devised for such constrained 
systems. 16 One consequence is the avoidance of the no
interaction theorems, 1-5 which is possible because the 
Hamiltonian is a scalar rather than a component of a 
4-vector, and because it is the generator of the system 
motion with respect to the scalar parameter rather 
than with respect to the proper times or the time com
ponents of the particle coordinates. 

A second consequence of the single-parameter 
Lagrangian formulation is the availability of the mani
festly covariant canonical particle coordinates and 
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momenta for the construction of the centers of mass and 
motion. 

The light-cone constraint causes the separation of the 
centers of motion and mass; with the constraint in force 
the separation persists, and the particles and the center 
of mass have nonzero accelerations with respect to the 
center of motion proper time even for zero coupling 
constant. Constraints can have similar effects in 
Newtonian mechanics. The center of mass appears to 
act as an information center: it receives information at 
the speed of light from the two particles about their ad
vanced or retarded positions and momenta to correlate 
with the center of motion proper time. 

Although the centers of motion and mass and the con
servation laws already provide a reduction of the prob
lem to quadratures, the simple form of the reduced 
equation for the one-dimensional case suggests that 
there is still more structure within this system remain
ing to be discovered. 
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Asymptotic behavior of Feynman integrals with zero mass 
particles 

Edward B. Manoukian 
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The asymptotic behavior of Feynman integrals when some (or all) of their external momenta become 
small and/or so~e (or all) become large in Euclidean space nonexceptionally (and the power counting 
theorem) are denved for integrals involving, in general, zero mass particles as well as a subset of their 
masses. 

We derive the asymptotic behavior of Feynman inte
grals when some (or all) of their external momenta be
come small and/or some (or all) become large in 
Euclidean space nonexceptionally (and the power count
ing theorem in Minkowski space as well) for integrals 
involving zero mass particles as well. This analYSis is 
a generalization, in a very general way, of the pre
vious classic work1 (and Ref, 2) dealing with the large 
momentum behavior of Feynman integrals with only 
IWnzero mass particles. 3 

We consider integrals of the form 

(1) 

where kl E (kl! k2 , " .) for i = 1, 2, ... , t and f is a function 
of n real variables considered as the components of an 
n-vector in an n-dimensional Euclidean space Rfl. Let 
I be an arbitrarily chosen subspace of R" associated 
with the integration variables. Choose E to be any sub
space of Rn such that E and 1 are disjoint and Rn =1 + E. 
Let 1\(1) be the projection operation along the subspace 
I. The integral (1) may be conveniently rewritten as 

(2) 

and the absolute convergence of the integral (2) implies 
that fI(P) depends only on the projection of P along the 
subspace I. Let P be a vector in R" of the form 

P= tL I1/I1Jh1" '1Jj + L j +1 
i:1 

+ f:L I\j+2\J+3' .. ;>ep 
i=i+2 

(3) 

where m ~ n + 1 and Lil ... , LJ, LJ +2,., • , Lm are indepen
dent vectors and the subsets Ll! L2 , ••• , Lr; ... span 
subspaces S::; {L1, L2 , ••• , L r }; • , '. L J+1 is a vector con
fined to a finite region W in R n , The parameters 
1)11 ••• ,1) j' ;>eJ+2"'" I\m are real and nonnegative. 

Definition: A function f(P) is said to belong to a class 
An if and only if, for any nonempty subspaces S, S' <;;,; R" 
there exists two pairs of asymptotic coefficients 
0' (S), O'°(S'), (3(S), (3°(S'), with the latter two nonnega
tive, such that 

f( tLj1J jrJ 1+1' . '1) J + LJ+1 + f: Ljl\ 1+2\ 1+3' •• I\i) 
i=l i.j+2 

= "S.,., ,,({L1) I •• '1'/ ,,( (L1 ..... LJ));>e ",0 ({LJ+2 ..... L m)) ••• \ "o({ Lmll 111 i 1+2 . m 
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for ""111J2,.,.,1/ J - 00 and ;>eJ+2' \'+3,o,.,;>em - 0, indepen
dently, where the sums are over all nonnegative inte-
gers Yl, .• ,,'Y J; Y~+2' ' , • , 'Y~ such that 

tYr ':;;{3({L1,.,o,Lrl }), l':;;i~j, 
r.1 

with the asymptotic coefficients {3({LJ), , , "J3({L1 , ' •• , 

LJ}); ,so({LJ+2 , •• " Lm}), ••• , ~({LJ) arranged in in
creaSing order, 

,8({LH • , " L~})':;; ,8({L1, , •• , L,2})':;; ••• ~ {3({L1, , . , , L .. ), 

,so ({Lr J+2' ••• , LJ) ~ ,eO ({Lr N' , •• , Lm}) ~ •• , 

~ J3°({Lrm, .••• Lm}) , 

and (7TH "" 7T j ); (7T J+2" •• , 7T m) are a permutation of 
(1, •• , ,j); (j + 2, ' • 0, m), respectively. 

Theorem: If a function f(Pl belongs to class An' 
and for any given 1<;;,; R", is integrable over any finite 
region of I or of any of its, arbitrarily decomposed, 
subspaces excluding the origin and simultaneously 
O'°(S") +dimS" > 0, (l(S') + dimS' <0 for all S', S" <;;,;1, 
then fI (P) exists and belongs to class An-I with 
asymptotic coefficients 

0'1(5') = ma.x_lO'(S) +dimS - dimS'), (4) 
11. (1) 5=5-

0'1(5") = min_ [0'0(5) +dimS - dimS"], 
1I.(1)5=SII (5) 

for all 5' and S" <;;,; E (with 5' and 5" defined with respect 
to the vector P in fI(P), etc.) with Eqs. (4) and (5) de
fined in reference to the parameters 1) and 1\, respec
tively. And 

J3lS/) = max 13(5) + t Pj, 
~maxlmlzlng 1=1 

(6) 

_ t 

/3~(S") = _ max (3°(S) + 0 p~, 
Smlnlmzlng j.l 

(7) 

where in (6) max runs over all S maximizing the ex
preSSion (4) and in (7) max runs over all S minimizing 
the expreSSion (5). The parameters PI' p~ take on the 
values 0 or 1. Write 1 as a decomposition into t, arbi
trarily chosen, one-dimensional disjoint subspaces 
11> 12 , ' •• , It : 1=11 + 12 + ... + It' If all the minimizing 
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subspaces for an II integration, after performing the 
II~l + 11+2 + ... + It integration, relative to anyone of the 
minimizing subspaces for the 1,_1 integration after per
forming the I, + 1'+1 + •.. + It integration have the same 
dimension then p~ = 0, and 1 othe rwise, for i = 2, .•. , t. 
If all the minimizing subspaces for the 11 integration 
relative to S" in (7) after performing the 12 + 13 + ... + It 
integration have the same dimension then p~=O, and 1 
otherwise. Similarly P, is defined by replacing mini
mizing by maximizing and S" by S' in the definition 
just given for p~. 

To prove the theorem we proceed by inductionl and 
suppose that f when integrated out over any chosen 
1 .;; j < t of its variables, or any of their linear recom
binations belongs to class A".J and together with all its 
subintegrals satisfy the criteria of the theorem. Denote 
such aj-fold integral by F. We then show that an inte
gral of the form Co dkt F(P + L kt) enjoys the same 
properties and belongs to class An-J-t, where kt is 
arbitrarily chosen. The asymptotic coefficients of F 
will be denoted by a', W, a O" /30'. P is a vector of the 
form in (3) with 0.;; m .;; n - j -1. By the Heine-Borel 
theorem such an infinite interval {kt : - 0() .;; kt .;; O()} may 
be coveredt by a finite number of subintervals of the 
forms: 

Jl={kl:kl=Z77il72'''1/J; /z/;'b., 

for some number b,,>1, z=±/z/}, 

J~l''''r= {kt :kl = 'tA'112 •.. ls1/II.+l·· '1/J +Z77r+l •. '1/J; 
s=l 

for some numbers b ll''' lr > 1 and 

0< WI1 ... lr < 1; AI1,AI112' •.. ,A I1"' lr E Rl; z =± / z /}, 

1';;r<j, 

for some b ll ... IJ > 1 and 0< WI1 .. d
J 

< 1; 

AI1,Aili2" •• ,A il''' lj E Rl, z =± /z /}, 
JI1 ... IJ={k 'k =tA n ... .,., +z· 2 l' 1 11,,, I. s ., J ' 

s=l 

for some bl1 .•. IJ > 1 and 0< Cll'''IJ+l < 1, 

All, .•• ,All ••• IJERl, z=±lzl}, 

Jll' .. lr = {k . k = tA n"'1/ < l' 1 8=1 11 ... 1. 8 J 
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for some 0 <CI ••• 1 < 1 and W, ••• 1 > 1, 
1 r 1 r 

A'l, .•. ,All ... lrER1, z=±/z/}, j+1.;;r<m, 

J~l'''lm= {kl: kl = tA I1 ... 1.118·· '1/J +A'l' .. IJ+l 
8=1 

C I1 ... lm ;'/Z/;'0 for some 0<CI1"' lm <1, 

AI1, .•• ,AI1 ... lmER1, z=±lzl}. 

The properties of the parameters in each subinterval 
are dictated by the covering process of the Heine-Borel 
theorem, and more information on them than the one 
given above is not essential here. The integration over 
kl then reduces to ones belonging successively to each 
of the subintervals above with the positive integers 
ilJ ••• ,i", taking on a finite set of values. Integrations 
over subintervals such as JlJJ~l"'lr,J~l"'IJ,J~l''''J 
have been treated in Ref. 1, and, if a' ({L}) + 1 < 0, 
then the integration over J t is absolutely convegent 
for 00 ;.Iz I;. b". It is easily seen that if aD' ({L}) + 1> 0, 
then the integral over the subinterval J~l"'im is abso
lutely convergent with CI 1;.1 z I;. 0, 0 < CI I < 1. 

1'" "I 1'" m 
The integrations over the submtervals J~l .. ·lr are 
carried out essentially in the same way as the ones 
over the J~l···ir subintervals (by making the formal 
replacements Ar+U 1 z 1- 1/ A~U 1/ I z I) with I z 1 
';;Cil'''ir for some O<CIl"'ir <1, Ar+/!::.I 
.;; C" I ••. I for some 0 < C. , I < 1 and WI I '1 r ... , 1"·· r .0 .. T 

;.c:1
1 ••• I , withtherange:C I .1 ;.!zl;,wl I A-l' .... , 1 r 1'" r 1""· T r-'-

Let r be written as the disjoint union of two sub
spaces I~ and Pa, where 4 is a one-dimensional subspace 
associated with the integration over kl and where I' is 
associated with j + 1 integration variables. According 
to the induction hypothesis a'(~) + dim~' < ° and 
aO'(~") + dimS" > ° for 5', ~"k I~; and 

aI' (S'):; a' (5') = mal' [a (S) + dimS - dimS'], 
2 A(l~)S =5' 

Q'~, (S"):; aO,(S") = min [aO(S) +dimS - dimS"]. 
2 A(~)~=SH 

From the above, the infrared convergence criterion 
aO, ({L}) + 1> ° through ~1'" I", and the ultraviolet con
vergence one a'({L}) + 1 < ° through J l we readily obtain 
the result stated in the theorem, by induction, in a 
standard manner by the same reasoning as in the ear
lier case l since, in particular the j variables, the as
sociated integration subspaces are arbitrary and the 
joint (j + 1)-dimensional integral is absolutely conver
gent with the easily derivable results 

min (aO(S) + dimS] > 0 
SkI' 

max [a(S) + dimS) < 0, 
S~l' 

in particular, and the iterated integrals all yield a 
unique result by Fubini's theorem; and l A(4)S' =5, 
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A(I~)S" =S' are equivalent to A(I')S" =S with 4,I~ and 
S disjoint. Proof of (6) and (7) is identical to the one 
given in Ref. 2 with elementary modifications, notably 
in Lemma 1, and will not be repeated. 

The above analysis is to be applied to Feynman inte
grals with integrands of the form 

Io=P/IT(Q~+j.LWI, j.L~~0, YI>O 
I 

with 

(8) 

P=~AI IT(P tlJIT(k )"IJIT{j.L )TIs (9) mu,···,nu,oeo,T 11 J J J J s S , 

where the sum is over nonnegative integers mil' 
n iJ , 7"ls' i; and 

QI =~a}PJ + t b1k j' 
j j=l 

For every te rm (Q~ + j.L ~)Y j we introduce a vector V J in 
R" such that Vj'P=Qj (4-vector indices are suppressed) 
and P is a vector in the form in (3) with j replaced by i. 
Similarly we introduce vectors VJ to define PJ and kJ 
in (9). We readily see that 

(10) 

where the sums are over all j's such that Vj is not or
thogonal to {Ll> ... ,Lr } and max is taken for i in the 
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expression (9). And 

(lI°({Lr , ••• , Lm}= - 2~'Y j +mjin(ym jJ +~nIJ)' 

(11) 

where the sumes are over all j's such that the V/s are 
orthogonal to {Lu ... ,L""l} and L I+1 (if L1+1 is not the 
zero vector) but not orthogonal to the space {L

T
, ••• , LJ, 

i + 2.; r'; m with LI+1 excluded in {L1, ••• ,4-1}; min is 
taken for i in the expression (9) and the first sum is re
stricted only to those j's with j.L~ == 0 in ITI (Q~ + ILWI. 
The vector L'+1 (for L'+1 *' 0) is a characteristic of the 
momenta which are not asymptotic (i. e., neither P - 00 

nor P - 0). As the parameters 7)1> 0 0 • ,7), are taken, inde
pendently, large and the parameters AI+2,. 0 0 , Am are 
taken, independently, small, no partial sums of the 
asymptotic momenta PIl, PI2,' 0 0, some of which becom
ing small (*' 0) and/or some becoming large can vanish, 
i. e., the asymptotic momenta, are nonexceptional. 

Application of the above work and especially to re
normalized Feynman amplitudes will be given in subse
quent work. 

IS. Weinberg, Phys. Rev. 118,838 (1960). 
2J. p. Fink, J. Math. Phys. 9, 1389 (1968). 
3For a different approach to the power counting theorem, 
alone, in general see: W. Zinlmermann, Commun. Math. 
Phys. 11, 1 (1968); Z.R. Lowenstein and W. Zimmermann, 
Commun. Math. Phys. 44, 73 U975) [also J.R. Lowenstein 
and E. Speer, ibid. 47, 43 (1976)] the conclusion of which 
agrees with the part of our work restricted to the power 
counting theorem. By writing a propagator carrying a mo
mentum Q; by a polynomial in Q; times [Qr+lli-iE(Qi+IIJ)]-l 
for Ill:=: 0 the limit E- 0, in Minkowski space, as a covariant 
distribution may be then also carried out. 
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Quantum theory and measures on Hilbert space 
H. Krips 

History and Philosophy of Science Department. Melbourne University. Parkville. Victoria 3052. Australia 
(Received 28 September 1976) 

It is shown that merely the decision to represent the fundamental events of quantum theory by vectors in 
a Hilbert space uniquely determines the form of any probability measure over the set of events. The proof 
proceeds by showing that any nonnegative measure on the vectors of a Hilbert space, for which the sum of 
the measures on the vectors of any complete orthonormal set is I, takes the usual form demanded by 
quantum theory. This result represents a considerable strengthening of one of the consequences of 
Gleason's theorem. 

I. INTRODUCTION 

The proof which will be presented here incorporates 
an unpublished suggestion for a proof by Dorling. 1 In
deed several moves made in our proof correspond to 
moves sketched at points by Dorling, as well as by 
other authors in the literature (see later). 2 

The central theorem which we shall prove is: 

Theorem T: Let m be any measure on the unit norm 
vectors of a Hilbert space H, separable, and of more 
than two dimensions, for which 

(1) 0,,;; m(¢) ,,;; 1 for any ¢ in H of unit norm, 

(2) if {¢j} is any complete orthonormal (c. o. n.) set 
of vectors in H, then l:m(¢I) = 1, 

(3) there is a >It in H for which m(>It) = 1, >It of unit 
norm. 

Then m(¢) = 1 (>It, ¢) 1
2, for any ¢ in H of unit norm. 

Before proving this theorem-which will occupy us 
in Secs. ll-llI-we shall discuss the physical signifi
cance of the theorem for quantum theory (Q. T. ). 3 

In Q. T. we associate with each system S at time t 
a separable Hilbert space H. And with each nondegen
erate variable A for Sat t we associate a c. o. n. set of 
vectors {¢j}, the "eigenvectors" of A, one for each of 
the values of A. We shall let al be the value of A asso
ciated with the eigenvector ¢I of A. We associate a prob
ability with each value a j of A for Sat t. We denote it 
by P[A, i] (suppressing S, t indices). How this prob
ability is interpreted does, of course, vary from one 
treatment of Q. T. to the others-sometimes it is the 
conditional probability of measuring A to have value a j 

in S at t, conditional on A being measured in S at t; 
and sometimes it is the probability of A having the val
ue a l in S at t. But, in whatever way it is interpreted, 
the following hold: 

(1)' l",P[A,i]'" 0, 

(2)' l: I P[A, i] = 1. 

Moreover, if S at t is in a "pure state", then, by 
definition, 

(3)' P[B,j]=l for some B, j. 

It is important to note that (1)' and (2)' hold just as a 
matter of probability theory-and not of Q. T. This is 
because we so define a "measurement" that the events 
of measuring A to have value al in S at t, for various 
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i, are mutually exclusive and exhaustive-as are the 
events of A having value aj in S at t, for various i. 

Now we introduce the central tenets of Q. T. : 

(I) P[A, i] = m(¢j) for some function m 4, 

(II) every c. o. n. set of vectors in H is the set of the 
eigenvectors of some nondegenerate variable. 

What (I) says should not be underestimated-it says 
that not only is there an eigenvector for each (A, ar), 
but also, if (A, al) and (B, bJ) share the same eigen
vector-despite A and B being different variables-then 
P[A, i] =P[B, j]. 5 In other words dependence on (A, i) 
can be taken as dependence on the representative eigen
vector ¢I' 

(II) says that eigenvectors provide a 1 : 1 representa
tion of the variables and their values-it says that not 
only is there a c. o. n. set of vectors for each variable 
and its values, but visa versa. Thus (I) and (II) indicate 
that the Hilbert space formalism is to be taken serious
ly as providing representatives for the physical vari
ables of a system and their values. 

With the help of (I), (11), and (1)'-(3)', we immediate
ly see that the function m satisfies the conditions (1)
(3); and hence, from theorem T, we derive the Born 
interpretation: 

If S at t is in the pure state >It, then P[A, i]= I(¢j, >It) 12. 
Thus, from merely adopting probability theory and (I) 
and (II) (which specify how the Hilbert space formalism 
is to map the "real world"), we get out the fundamental 
law of Q. T. -a law which gives rise to all the physical
ly significant "quantum effects," such as superposition 
interference, etc. 

Other attempts have of course been made to obtain a 
similar result. 6,7 Of these, the strongest result is that 
of Gleason. 6 Gleason considers a measure m on projec
tion operators onto H - rather than on the vectors of H 
directly. It satisfies: 

(i)" m{E) '" 0, 

(2)" m{I) = 1, where I is the identity operator on H, 

(3)" if EF = 0, then m{E + F) = m{E) + m{F). 

He then derives that there is a positive definite 
Hermitian unit trace (p. h. u. t.) operator W for which 
m{E) =TrWE, for any E. He can then introduce, as 
central tenets of Q. T. : 
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FIG. 1. 

(I)' P[A, i]=m'(E j ) for some function m', where EI 
=P[<PI] (the projection operator into <PI), 

(II)' as for II, 

(III)'"m'(E+F)=m'(E) +m'(F) if EF=O. 

From (2)', we can then see that m '(1) == 1, and hence 
that m' satisfies (1)" - (3)", and hence we derive: 

For any S at t there is a "density operator" W for 
which P[A, i]=TrWE I . 

We can then derive, as a special case, the "Born 
interpretation," via the trivial intermediate theorem: 

If P[B,j]=1 for some B, j, then W=E;, where E~ 
is the proj ector onto the eigenvector of B for value 
bJ• 

(This follows trivially from the W being p. h. u. t. ) 

What are the advantages/disadvantages of the ap
proach to the Born interpretation via (1), (II) and The
orem T, as compared to the approach via (I)'-(m)' 
and Gleason's theorem (let us call it G)? 

The G approach has the obvious advantage that we 
derive that there are only two sorts of states in Q. T.
viz. "mixed states," for which there is a density op
erator which is not a projection operator; and "pure 
states." In the T approach, more axioms have to be 
added to derive this restriction. We show how this can 
plausibly be done in Ref. 8 [where we also incidentally 
show how the restriction to dimension of H> 2 can be 
removed, as well as arguing for (II)]. On the other hand, 
the disadvantage with the G approach, is that the as
sumption (III)' is intuitively less plausible than (2)' (its 
analog in the T approach), because (2)' follows just 
from probability theory. Because of this we would 
argue that the G approach is over-all less prefer-
able, as a basis for axiomatizing Q. T. -even though its 
axioms may be logically more integrated when we come 
to derive the existence of density operators for all states 
in Q. T. As a second point in favor of considering the 
T approach, we note that the G approach uses logically 
stronger axioms [this is indicated by the fact that from 
(1)' -(III)', but not from (1), (II) alone, can we derive 
that states in Q. T. are of the linear "density operator 
form"]. Thus, even were the G approach to be preferred 
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over-all as a basis for axiomatizing Q. T" the T ap
proach is of interest in that it shows that the Born inter
pretation can be derived from the weaker (I), (II). 

Finally we note that in a previous paper,s we also 
presented a derivation of the Born interpretation, but 
we needed an extra assumption of rotational symmetry 
for m, in order to establish the continuity of m. Thus 
one of the interesting consequences of Theorem T is 
that rotational symmetry of m in H (and hence its con
tinuity too) is derived instead of assumed. 

II. PROOF OF THEOREM 1 

The proof of Theorem T will be presented in several 
steps. First we will present a series of lemmata, which 
will lead up to a proof of: 

Theorem 1: Let m be a map of the points of a three
dimensional real Euclidian sphere S onto [0,1], such 
that 

(a) the north pole N has value 1 [m(N) = 1], 

(b) 2:m(PI) = 1 for any orthotriad of points Pi> P 2, P s• 9 

Then m(P) = (sin8)2, where () is the latitude of P (as 
measured from the equator). 

We will later generalize Theorem 1 to a hypersphere 
in an N-dimensional complex Hilbert space, in order 
to prove Theorem T. The lemmata and theorems in 
this section will all be taken to refer to points on the 
sphere S, for which there is a mapping m satisfying 
(a), (b) above. 

Lemma 1: Let X be the northmost point (the "apex") 
of a great circle GC through Y. Then m(X)? m(Y). 10 

Also m(E) = 0 for any equatorial E. 

Proof: There is a orthotriad of points X, X', E where 
E is on the equator, and X' is orthogonal to GC. (see 
Fig. 1). 

.' . m(X) + m(X') + m(E) = 1. 

But there is also an orthotriad E, E', N, where E' is 
also equatorial. 

.' . m(E) + m(E') + m(N) = 1 

But m(N) = 1, and hence m(E) = O. 

(0 m(X) + m(X) = 1. 

But since X' is orthogonal to GC, there is an ortho
triad X', Y, Y', where Y' is also on GC. Hence 

(ii) m(Y) + m(Y') + m(X') = 1. 

From (1) and (ii), we see that 

m(X) ? m(Y) since m(Y') ? O. QED 

Lemma 2: Suppose X and Yare both northerly points, 
and suppose Y is to the south of, but at the same longi
tude as X. Then m(X)? m(Y). 

Proof: Construct the great circle GC with X as apex
let its equatorial diameter be AB. Construct the set of 
all great circles through Y, 11 and let L be the locus of 
their apexes. Obviously Y itself will be one such apex, 
corresponding to the great circle ABY, and N will be 
another such apex corresponding to the great circle 
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FIG. 2. 

CND (see Fig. 2.) Hence L will be a continuous line 
joining Y and N (traced out as AB turns into CD-see 
Ref. 11). Obviously L must intersect GC. (The only 
way a line can join N and Y is by intersecting GC.) Let 
the point of intersection be P. 

Then, by Lemma 1, and since P is an apex of a great 
circle through Y, we have that 

(i) m(P)? m(Y). 

But, by Lemma 1, and since P is on GC, the apex of 
which is X, we have that 

(ii) m(X)? m(P). 

Hence by (i) and (ii), 

m(X) ?m(Y). QED 

Lemma 3: Let X be the apex of a great circle which 
also passes through X', let dt/> be the difference in longi
tude between X and X', and let X have latitude 0 and X' 
have latitude 0'. Then tanO'/tanO==cosdt/>. 

Proof: Let the meridian of longitude for X' intersect 
the equator at C. Join OC. Proj ect X' down to intersect 
OC orthogonally at B. Project a perpendicular from B 
across to intersect OD at A. (See Fig. 3.) LX'BA is 
obviously 90° since X'B is normal to the equatorial 
plane (1. e., X' BlOC by construction, and X' B is in a 
meridianal plane). Join X'A. Let OX' be r in length, 
Now OB==rcosO' (since LX'BA == 90), and X'B=rsinO'. 
Also LX' AB = 0 (since a great circle is inclined at the 
same angle to the equatorial plane, at all points along 
its equatorial diameter, that angle being the latitude 
of its apex); and hence 

X'B=ABtanO (since [X'BA ==90), 

HenceAB=rsinO'/tanO. But LABO=dt/> (alternate an
gles); and hence 

cosdt/> =AB/OB=rsinO'/(tan6. rcosO') 

= tanO' /tanO QED 

Lemma 4: Let X and X' be two northerly points where 
X' is to the south of X, but on a different longitude. 
Then m(X/) ~ m(X). 

Proof: Construct a great circle GCl with X as apex. 
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Let Xl be a point on GCl> which has a longitude dt/> closer 
to X' than X has. (See Fig. 4.) Then, by Lemma 3, 
tanOt/tanO = cosdt/> , where 01 and 0 are the latitudes of 
Xl and X respectively. Construct a great circle GCz 
with Xl as apex. Let Xz be a point on GCz which has a 
longitude dt/> closer to X' then Xl has. Then tanOZ/tanOl 
= cosdt/>, by Lemma 3. Construct a set of N such points 
Xl, Xz, ... , X N , and let X N have the same longitude as 
X'; 1. e., N dt/> = t:.. where t:.. is the difference in longi
tude between X and X'. Then tanOn!tanOn_l = cosdt/> for all 
n = 1, ... , N, by Lemma 3, and hence 

tanOl tanOz tanON = ~ cosdt/> , 
tanO tanOl tanN -1 n=1 

i. e., tan ON/tan 0 = (cOSt:../N)N. 

But (cOSt:../N)N - 1 as N - 00. Hence, by letting N be 
large enough, ON can be made as near to 0 as one likes. 
In particular, since 0> 0', we see that for large enough 
N, ON > 0' also; i. e., we see that X N is at the same 
longitude as X', but to its north. 

Now by Lemma 1, we see that m(Xn) ~ m(Xn_l ) for all 
n=2, •.. ,N, and that m(X)? m(Xl ). Hence m(X)? m(XN ). 

But, from Lemma 2, we see that m(XN )? m(X'), since 
X N is on the same longitude but to the north of X' . 
Hence m(X)? m(X/). QED 

N 

FIG. 4. 
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Lemma 5: m is a constant of latitude and a conti
nuous function of latitude, at at least all points in the 
northern hemisphere other than equatorial and polar 
points. 

Proof: (All points will be assumed to be northerly.) 
Let mmax(6) be the g.1. b. (greatest lower bound) of all 
the m(X) for X at latitudes> 6. Since m(xl) < m(X) for 
any Xl at latitude 6 and any X at latitudes > 8 (by Lem
ma 4), it follows that m(xl) is a 1. b. on the set of m(X); 
and hence 

(i) m(xl) ~ mmax(8) for any Xl at latitude 8. 

Let mm1D(8) be the 1. u. b. (least upper bound) on all the 
m(X) for X at latitudes < 8. Similarly to (i), we can 
prove: 

(n) m(xl):;' mmtn(8) for any Xl at latitude 8. 

Then let {6ft} be any denumerable set of latitudes for 
which (mmax(8.) - mml.(8.)):;. E, for some E > 0, where 
8. > 8., for any n > n'. Also let {X.} be any set of points 
such that X. is above latitude 8n and below latitude 
8n+l (if there is one). Then 

m{Xt ) :;. mmax( 81) (by definition of g.l. b. ) 

:;. E + mml.(81) (ex hypothesi), 

:;. E (since mml.( 81) :;. 0). 
Also 

m(Xa) :;. mmax(82) 

:;. mmax(82) - (mmtn(82) - m(Xl » 

[since mml.(8a) :;. m(Xl ), Xl being below 8a ex hypothesi] 

:;. 2E. 

By induction, we easily prove that 

m(Xn):;. nE; 

and hence, since m(Xn) ~ 1, 

n~l/E. 

Hence there is a finite upper bound on the number of 
latitudes 8 at which (mmax(8) - mml.(8»:;. E. Let the set 
of those latitudes be the set C ,. 

Then what we have shown is that the cardinality of 
C. ~ l/E, for any E > O. 

Part 2: Here we show that if C. has even one member 
for E > 0, then CI/2 has indefinitely many members, 
which contradicts the final result of Part 1. Hence we 
show that C. is empty for any E > O. 

Now let X be at a latitude which belongs to C.- Ob
viously X*N, since for 6 to be a latitude in Ce, mmax(8) 
must exist-and obviously mmax (90) does not exist. 

Let P be the plane orthogonal to X. The intersection 
of the sphere S with P will then contain all pairs of 
points (Yt. Zl), (Y2, Zz), .. " (Y., Z,J, •• " which form 
orthotriads that include X; and any point on the inter
section of S with P is a member of such a pair. We 
shall now show that any such Yft is in Cola' 
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Let 8n be the latitude of Y •• Then for any E' > 0, 
there is a y' north of Yn for which mmax(8.) + E' > m(Y')
otherwise it would be mmax(8n) + E' which would be the 
g.!. b. on all the m(Y) for Y north of Yn• Now let Y~ be 
normal to Zn, and north of Yn but south of y' (see Fig. 
5). Then, by Lemma 4, m(Yn~ ~ m(Y'); and hence 

(i) m(Y,? ~ mmax(8.) + E'. 

Let X' be normal to Zn and to Y~. Then obviously X' 
is south of X. (This follows trivially from Lemma 6-
see later.) Similarly for any (" > 0 there is a Y; 
normal to Zn and south of Yn for which 

(ii) m(Y~'):;. mmln(8n) - E". 

Let X" be normal to Zn and Y~. Obviously X" is north 
of X. Now because (X", y~, Zo) and (X', Y~, Z,J are 
orthotriads, 

m(X'~ + m(Yn"l + m(Zn) = 1, 

m(X') + m(Yn~ + m(Zn) = 1; 

and hence 

m(X") - m(X') = m(Yn~ - m(Y:~. 

But, by definition of 1. u. b. and g.1. b., 

m(X'~ - m(X~ :;. mmax(8) - mmln(6), 

where, since the latitude of X is in CEI 

mmax(8) - mml.(8) '" E. 

Hence 

m(Y~) - m(Y~~:;' E; 

so that from (i) and (ii), for any E, E' > 0, mmax(8n) 
- mml.(8.) + E' + E":;' Eo 

Hence, letting E' = En = E/4, 

mmax(8n) - mml.(8n):;. E/2, 

which means that 8n is in CI/2 • 

But, the plane P on which all the Yn lie, is not a 
latitude plane (since X cannot be N-see second para
graph of part 2). Hence there are indefinitely many 
points on the intersection of the sphere S with P, which 
have different latitudes. Hence there are indefinitely 
many Yn at different latitudes; and hence indefinitely 
many members of C' /2 • 

N 

FIG. 5. 
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N 

FIG. 6. 

But this contradicts the result derived in part 1 of 
this proof; and hence, by reductio ad absurdum, we 
see that C. cannot even have one member. 

Part 3: Here we show m is a constant of latitude and 
hence a continuous function of latitude. First we tri
vially see, from Part 2, that at any latitude e, for 
which mmax(e) and mmln(e) exist, 

mmax(e) = mmln(e) 

Hence, by (i) and (ii) (from part 1) m(x1 ) =mmax(e) 
= mmln(e) for any Xl at (northern) latitude e, e * 0 or 
90. But m(X) = 0 for any X at latitude e, and meN) = 1 
for N at latitude 90; and hence we see that m is a con
stant of latitude. We can therefore introduce a function 
m of latitude, so that m(e) is the value of m(X) for any 
X at latitude e (where we define a function as a single 
valued mapping). 

Second, for any E: > 0 and e > 0, there must be a e' 
< e for which m(e') >mmln(e) - E: because, if this were 
not so, then (mmln(e) - E:) would be the 1. u. b. of the 
m(e') for ()' < e. Hence, since we have just proved that 
mmln(e) = m(e), for 0 < e < 90, we see that for any E: > 0, 
and 0 < 8 < 90, there is a ef < 8 such that m(8') > m(e) 
-E:. 

But also mmtn(e) ~ m(e') for any e' < e (by definition 
of 1. u. b.); and hence for 0 < e < 90, m(e) ~ m(£J'). 

Hence, for any E: > 0 and 0 < e < 90, there is a e' < e for 
which m(e) ~ m(e') > m(e) - E:. But this means that m 
is a continuous function of e from below, for 90> e > O. 
Similarly m can be shown to be a continuous function of 
e from above, for 0 < e < 90. 

Hence we have shown m is continuous at all northern 
latitudes, except 0 and 90. QED 

Lemma 6: Iff sin2e + sinze' + sin2 e" = 1 is there an 
orthotriad with members at latitudes e, e', e". 

Proof: At any latitude, including e, there are mem
bers of various orthotriads-Iet one such member be 
X. Construct the plane P through 0, normal to OX. 
Obviously P intersects the sphere at all latitudes be
tween 90 - e and e - 90. (see Fig. 6.) One of these lat
itudes is e', because, from 

sin2e + sin2e' + sin2e" = 1 

it follows that 

sin2e + sin2e' ~ 1, 
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i. e., 

sin2e' ~ cos2 e, i. e., sin28' ~ sin2(90 - e), 

and hence e - 90 ~ e' ~ 90 - e. 

Let one of the points at which P intersects the sphere 
at latitude e' be X'. Now there are two points on the 
sphere, orthogonal to both X and X'-both of them along 
the same line normal to OXX', Let them be X{ and X~' 
Moreover, we know that, for any orthotriad Xl> X 2, X3 
with members at latitudes e1, e2, e3 respectively, we 
have sin2 el + sin2e2 + sin2 e3 = 1. 12 Hence X{' and xt must 
be at the two latitudes, for which the sin2 is 1 - (sin2 e) 
- (sin2e~. Hence there is an orthotriad (viz., X,X',X!) 
at latitudes e, e', elf, merely in virtue of sin2e+sin2e' 
+sin2 e" =1. QED 

We are now finally in a position to prove Theorem 1 
(of the first paragraph of Sec. IT above). 

Proof (of Theorem 1): Because m exists it follows, by 
Lemma 5, that there is an m ", which maps values of 
sin2 e, O~ e~ 90, onto the closed interval [0, 1], such 
that: 

m '(sin2e) = m(P) for any P which is at latitude e. 
Note that the rotational symmetry of m (from Lemma 
5) is necessary to ensure the single-valuedness of m ". 
Moreover, 

(a)' m"(l) = 1 [since meN) = 1], and m "(0) = 0 (by Lem
ma 1), 

and, from Lemma 5, 

(b)' m" is continuous everywhere on the open interval 
(0,1) and bounded. 

And, from Lemma 6, we see that 

(c)' if LXi = 1, then Lm"(xi) = 1. 

(The continuity of m" follows trivially from the conti
nUity of m.) 

But (c)' is easily shown to be equivalent to the 
H Cauchy equation" on interval (0, 1), q. v. 13 let i\, X2, 

(Xl +X2) all be in (0,1); and set Xl =Xl +X2' X2::::1- (Xl 
+X2), and X3::::0. Then, from (c)' and (a)', 

m "(xl + X2) + m"(l - (Xl + X2» = 1. 

But now set Xl ::::X1 , X2 :::: X2, and X3 = 1- (Xl + x2). Then, 
from (c)', 

m "(Xl) + m"(x2) + m '(1- (Xl + x2» = 1. 

Hence m"(x1 ) + m"(x2) ::::m"(x1 +x2), for any xl> X2, 

(Xl + x2 ) in (0, 1) [since if (Xl + x2) is in (0, 1), so is 
1- (Xl +X2)].14 

It is well known, however, that the Cauchy equation 
for function m", which is continuous and bounded every
where on some interval, has the solution m"(x) ::::x, for 
all X on that interval (see p. 187 of Ref. 5). Hence, by 
(b)', m"(sin2e) ::::sin28, for all e such that 0> 8> 90. 

Now we can easily see that meN') = 1, where N' is 
the south pole (since N' forms an orthotriad with any 
two equatorial points). And hence any result derived 
for northern points can be obtained for southern points 
too (the same relations hold for southern points as for 
northern points). In particular we can derive m'(sin2e) 
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=sin20, for - 90< 8< 0, where m'(sin&8) =m(P) for any 
P at latitude 8 < O. 

Hence we see that, for any P on the whole of 5, 
m(P) = sinze for any P at latitude 8, 8 * 0 or 90 or - 90. 
But m(N) = 1 = sin290; and, for any equatorial E, m(E) 
= 0 = sinzO. Also, m (N') = 1 = sin2(- 90). Hence, for any 
P on 5, m(P) = sin2 8, where 8 is the latitude of S. (In 
particular, m is continuous at the polar and equatorial 
pOints.) QED 

III. PROOF OF THEOREM T 

We shall now prove Theorem To 

In what follows, m and ware as defined in (1)- (3) of 
the statement of Theorem T. 

Lemma 7: For any o. n. set of vectors {cp,} which 
spans W, we have that 'L, m(cp ,) = 1. 

Proof: Let {cpJ} span the closed subspace V, which, 
ex hypothesi, includes W. Construct a c. o. n. set of 
vectors in H consisting of {W; cp~ ... cp~ •• j ¢~ ..• cP;' ••• }, 
where {W; CPJ span V. (Such a set can always be con
structed by the "Gram-Schmidt" process.) We have 
m(w)+'L,m(cp~)+'L,m(cp;')=l [by (2) of TheoremT], and 
hence, since m(w)::= 1 and m(¢) ~ 0, we have that m(¢;) 
::= 0 and m(<p;') = 0 for all k, l. But since {cp j} spans V 
(as well as { w, <PJ) we must have that 

{ A-. /I /I } 
'1'1 ••• <p J ••• ; CP1 '" cP I '" 

is c. o. n. in H too. Hence 

Since m(cp;') = 0 for alll, we have 

QED 

Now we can finally prove the Theorem T : 

Proof: Let cP be any vector of unit norm in H. Then 
either (<p, w) is real or complex (where m(w) = 1). First 
suppose that (cp, w) is real. There are two subcases: 

(a) <p 1 W. Then let <PI be a vector orthogonal to wand 
<p, and V be the real subspace spanned by W, <p, and 
<Plo i. e., V is the closed set of real linear combina
tions of W, cp, and <PI (of unit norm). 

(b) <p not 1 W. Then there is a CP1, for which cP 1 CP1 
and 'Ii is a linear combination of CP1 and cP -i. e., w 
= a<pl + f3CP. Moreover f3 = (cp, w) and hence is real; and 
a = (cpl> w) which we can choose real (by adjusting the 
phase of CP1)' We then let cp& be a vector orthogonal to 
both CPt and cP, and let V be the real subspace spanned 
by cP, CPI, and CP2-which will include W. 

In either of these two cases, we therefore have a 
three-dimensional closed linear subspace V which con
tains Wand <p. V obviously forms a three-dimensional 
Hilbert space15 with the same operations of addition, 
scalar multiplication, and scalar product as defined on 
the broader H. It is crucial to note, however, that V 
is real- i. e., all scalar products of vectors in V are 
real. In particular for any vector cP' in V, there is a 
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unique triple of real numbers {C1> Ca, C3}, where cP' 
='L,~:l.CICPI' for any given base set {CPI} in V. 

Now consider the real Euclidean space E3 • We can co
ordinate it so that for any Xl in E3 there is a representa
tive triple of real numbers-the" coordinates of Xl'" 
Moreover, we can define a Hilbert space on E3 , by de
fining a scalar product (X, Y) = cosine of LXOY (0 being 
the point with coordinates {O, 0, O}). 

It is obvious that there is an isomorphism i between 
the spaces E3 and V-which preserves scalar product, 
vector sums, and multiplication by a constant, viz., 
i(cp) is that vector in E3 with coordinates {C1, Ca, C3}, 

where cP == 'L,~=1 C!cp!. We can then define a measure m' 
on those vectors of E3 which are of unit norm-viz. on 
those vectors which are on the sphere of unit radius 
about 0, q.v., 

m'(X)= m(i-1(X». 

This measure m' is defined over the set of points on 
a sphere in E3-let it be S-and is easily seen to satisfy 
the conditions (a), (b) imposed on the m of Theorem 1, 
q. v.: Let Xl' X 2, X3 be any o. n. triad in S. Then, since 
i preserves scalar product, we see that i(X1), i(X&), 
i(X3) is an o. n. triad in V. But W is spanned by any o. n. 
triad in V, since V is, ex hypothesi, a three-dimen
sional Hilbert space in its own right. Hence, by Lemma 
7, 'L,m(i(X i )) =1; so that 'L,m'(X j ) =1.16 

Therefore, we finally get that, for any X on 5, m' (X) 
= sin2e, where e is the latitude of X (by Theorem 1). 
But sin2e = (N, X)2 = (5, X)&, where 5 and N are the north 
and south poles respectively; and it is a corollary of 
Theorem 1 that these are the only points for which m' 
has value 1-and hence that i(w) is N or S [since m(W) 
= 1]. Thus we see that m(i-1 (X) = (i-1 (N), i-l(X)2) 
= (i-l(S), i-1(X)2 and hence that m(cp) ::= N, cp)2 [since we 
have just seen that w is either i-1(N) or i-1(S), and since 
some X is i(cp), for 111>11 = 1]. 

Second, suppose (cp, w) is not real. Now, if m(w) = 1, 
then it follows that there is a set {cp i} for which { w; cP I} 
is c. o. n. in H, and m(CPi) = 0 for all i. (For proof see 
Lemma 7). But if {w; CPi} is c. o. n. in H, so is {W exp(i a); 
<Pi}' Hence, by condition (2) of Theorem T, m(<pexp(ia) 
+ 'L, m(cpj) = 1. Hence, since m(CPi) = 0, we have that 
m(W exp(ia») = 1. Moreover, a may be so chosen that 
(cp, wexp(ia» is real. Hence the condition (3) in Theorem 
T guarantees that there is a w' for which m(W') = 1 and 
(cp, w') is real for any given cp. The whole series of 
proofs up to the proof of Theorem T may then be re
peated with tV' instead of w; and we then derive (apply
ing the first part of this theorem) that m(cp) = (cp, W')2 
where (1), W'? = 1 <cP, w) 12 since W' = W exp(i a). Hence, 
in general, m(cp) = I(cp, w) 12. QED 

This completes the proof of the required Theorem 
T.17 

l"A proof of the non-existence of partial hidden variable 
theories, " by J. Darling, Chelsea College, London. 

2Dorling does not provide suggestions for the following proofs 
which appear in our paper: Lemmata 2, 3, and most of 4, 
5, and Theorem 1. 
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3The title of Ref. 1 notwithstanding, our proof has little 
relevance to the "hidden variables question." Condition I, in 
what follows, need not be satisfied by hidden variable theo
ries; and is in fact not satisfied by the theory of Bohm and 
Bub, Rev. Mod. Phys. 38, 453 (1966), for example. 

(Again m may depend on Sand t but the dependence is sup
pressed- in fact if Sand t is in a pure state, m ( ) = I (, w) I 2, 

where w is the eigenvector of B for value j [see (3)']. 
5In an earlier article, Found. Phys. 4, 181 (1974), this point 
was not sufficiently well emphasized by us, but we correct 
this here. 

6A. Gleason, J. Math. Mech. 6, 885 (1957). 
7J. von Neuman, Mathematical Foundations of Quantum 
Mechanics (Princeton U. P., Princeton, N.J., 1968), p. 297. 

8H. Krips, Found. Phys. 4, 381 (1974). 
9Pt and Pi are "orthogonal," i. e., P j 1 Pi' if the line from 
P j to the center 0 of the sphere is at right angles to the line 
from P j to O. 

10The lemma comes straight from Ref. I, although, in vector 
notation, the same proof occurs on p. 450 of J. Bell, Rev. 
Mod. Phys. 38, 447 (1966). 
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tiThe most convenient way to imagine this is to imagine 
turning AB through 3600

, and, at each angle it passes through 
as it turns, construct a great circle through Y on AB as 
diameter. 

12This is most easily seen, by realizing that the components of 
ON along OX1, OX2, OX3 respectively are cos(90-81), 
cos(90-82), and cos(90-83) if we set II ON II =1. 

13This is just the proof called "step 1," p. 187 of Ref. 5. 
14Note that here we essentially use the three-dimensionality 

of the sphere. For dimension less than 3, the proof breaks 
down here. 

15The relevant theorem here is proven as in M. Naimark, 
Norrned Rings (Noordhoff, Groningen, 1964), p. 86. 

16That w is spanned by {i (Xl) , i(X2) , i(X3)} as far as V is con
cerned is not, strictly speaking, sufficient to derive this 
conclusion. We also need to make the point that the same 
operations of addition and scalar multiplication which 
apply in H also apply in V-cf. p. 85 of Ref. 15. 

17The author would like to mention the substantial encourage
ment and help received from talks with Dr. H. A. Cohen. 
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By using the apparatus of exterior forms, a new spinorial notation and Cartan's theory of integral 
manifolds, some new results concerning complex strong heavenly metrics are established. In particular, the 
study of a subfamily of two-variable heavens (types GI8I[-J, DI8I[-J, and NI8I{-J) is reduced to linear 
equations, a prolongation process related to first and second heavenly equations is studied leading to a 
(presumably) infinite hierarchy of I-forms, and finally, the symmetries of the studied structure are 
investigated from the point of view of its description by Pfaffian forms, elucidating in this way previous 
results concerning Killing vectors. 

1. INTRODUCTION 

This paper is the fifth in a series of articles dedicated 
to the study of the analytic continuation of general rela
tivity, with special emphasiS on the solutions of the 
complex Einstein equations characterized by the self
dual conformal curvature. (These spaces have been 
called heavens by Newman! and Penrose. 2 The first 
artic1e3 of the series outlined the formalism of com
plex tetrads, forms, and spinors used subsequently and 
established heavens as the integral manifolds of a cer
tain partial differential equation of order and degree 2. 
Actually, two equivalent partial differential equations 
for a Single function were given-the first and second 
heavenly equations. In the second article, 4 a generaliza
tion of the Goldberg-Sachs theorem to complex Rie
mannian spaces was given, elucidating the important 
role of complex null strings. Then in5 many explicit 
heavens of various algebraic type were studied and the 
problem of finding the conformal Killing vectors for an 
arbitrary heaven was reduced to a single equation while 
the general theory of Killing spinors in both real and 
complex Riemannian spaces was studied in Ref. 6. 

The purpose of this article is to study the general 
integral manifolds of heaven from a geometric point of 
view. While the general form of a regular integral 
manifold is only given implicitly, many of its properties 
are obtained and studied form the point of view of both a 
concise spino rial language and closed Pfaffian I-forms. 
The outline of the paper is as follows: in order to make 
the succeeding sections more palatable we show first in 
Sec. 2 how a special subcase of two-variable heavens 
can be solved completely by the systematic use of ele
mentary exterior differential calculus which reduces the 
problem to the linear two-dimensional complex Laplace 
equation. For this case we give a complete classifica
tion of the self-dual conformal curvature types. 

In Sec. 3 we organize some of the basic results of 
the previous papers in the concise spino rial language, 
while Sec. 4 treats the integral manifolds in terms of 
pairs of Pfaffian I-forms. The idea of prolongations 
first introduced by Cartan is used to study further 
properties, 7-9 in particular the relation between the 
first and second heavenly equations and establishing a 
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hierarchy (presumably infinite) of I-forms. Then in 
Sec. 5 we investigate the structure of the regular in
tegral manifolds of heavens from the point of view of the 
general Cartan theory. 8,!0 Furthermore, some explicit 
results concerning subcases when the problem can be 
reduced to linear structures are presented. Finally, in 
the last section the symmetry group which maps the 
heavenly integral manifolds into each other is computed 
and the relation to Killing vectors is discussed. 

2. TWO-VARIABLE HEAVENS 

In Ref. 5 the general solution of the reduced two 
variable problem [Eq. (2. 1) below] was solved using 
the method of first integrals. However, since the com
putations involved were quite complicated, the classi
fication of the algebraic degeneracy of the conformal 
curvature was not given. In this section we present 
this classification as well as the general form of the 
metric, connections, and curvature using fairly simple 
computations. Our techniques illustrate the ease in 
which differential forms can be used to solve concrete 
problems which at first sight appear formidable. The 
reduced two variable equation of Ref. 5 is 

8",,8yy - 8"y8"y=1. (2.1) 

Here we have transformed the constant - k 2 in Eq. 
(2.34) of Ref. 5 to 1 by a complex dilatation. The case 
when k 2 = 0 was completely solved in Ref. 5 and yields 
algebraically special metrics. We will also briefly 
discuss this case in the present context. In both cases 
we succeed in linearizing the theory. 

To write (2.1) in differential form language we first 
write the contact I-form 

d8-udx-vdy=0, (2.2) 

which implies u=8", v=8 y • Then it is easy to see that 
(2. 1) becomes 

dUI\ dv - dx 1\ dy =0. 

Taking the exterior derivative of (2. 2) we find 

du 1\ dx + dv 1\ dy = O. 

(2.3a) 

(2.3b) 

Now we can consider (2.1) to be equivalent to (2.3) with 
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the added condition that the 2-forms (2.3) be in involu
tion8 with respect to the variables x and y, i. e., dx /\ dy 
'" O. Now we integrate (2. 3b) considering x and v as 
underlying variables. This is equivalent to a half 
Legendre transformation and can be understood as a 
certain discrete transformation in the linear symplectic 
group Sp(4, (1:), upon integration we find 

drf> =udx + y dv = 0 (2.4) 

subject to the constraint dy /\ dx = rf>uudv /\ dx '" O. Sub
stituting (2.4) into (2. 3a) we find 

rf>",,+rf>w=O. (2.5) 

Thus Eq. (2.1) is equivalent to the complex Laplace 
equation as long as dv /\ dx '" 0 and rf>vv'" O. The only solu
tion of (2.1) which is not equivalent to (2. 5) is the case 
e~~== 0 which yields the solutions 

O==±ixy+ay+O°(x), (2.6) 

where a is constant and 0° is an arbitrary holomorphic 
function of x. This is a special case of a class solved in 
Ref. 3 of type [N]® [-]. We mention also that equiva
lently we could integrate (2.3a) with independent varia
bles x and v which gives another Laplace equation when 
substituted into (2.3b). 

Now the general solution of (2.5) is well known and 
can be written as 

rf> =f(z) + jez) (2.7) 

where Z =x + iv, Z ==X - iv (bar does not denote complex 
conjugate), f andj are arbitrary holomorphic functions. 
It is a straightforward calculation to express the metric 
in terms of the new quantities. Putting F: = f ... 
F: =j.ii we find 

[ 
2dP .F- F ] 

ds2 =dp dz +az - ""ii+F + 4t F+ F dq 

+dq[-iFdZ+iFdZ- :~~d~, (2. S) 

where the condition rf>uv'" 0 implies F + F'" O. Similarly 
we can compute the heavenly connections. Using the 
notation of Ref. 3, 

r 12 = r 34 = - K dp + L dq, 

r 42 = - L dp + M dq , 

r 31 = - N dp + K dq, 

we have 

N - _ i (i-!J _ ;2 +?-
- (F + F)3 , K - (F + 1)3 , 

(2.9) 

(2.10) 

After a little straightforward algebra we obtain the com
ponents of the conformal curvature, . 
.!C (1 ) = (F+ F)--4(F+ j _ 3(F - j)2) 
2 F+F ' 

~C(2) = 2i(F+ "F)-4 (FP- PP+ 3«:~ 1? (PF+ F'F)), 
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~C(3) == _ 4(F+ "F)-4(:pe F+ ~r 
iF(F +j2)_ 3(PP +FP) - 4FFFF) 

+ F+F ' (2.11) 

.!C(4)-S'(F+F)--4(FP_ ppS_ 3(FF+FF)(FP- t~») 
2 - t F+F' 

.!C(5) == 16(F+ F)- -4 (iF' + jF' _ 3(iP - F~Hi-p. - PF») 
2 F+F' 

The degenerate case O""Oyy- e;y= 0 described in Ref. 
5 can be treated similarly. Indeed in this case (2. 3a) is 
replaced by 

du/\dv=O 

and using (2.4) we have 

rf>u=O 

whose solutions are immediate, viz., 

rf> = rf>l(v)X + <{>O(v). 

(2. 12a) 

(2. 12b) 

(2. 12c) 

This case was completely classified in Ref. 5 so we do 
not repeat it here. 

Returning to the curvature components (2.11) we can 
construct Penrose's fourth order equation for the 
spinor KA = (Kl,~) to determine the Penrose-Petrov 
classification. 3,11 In our case this equation can be 
written in the biquadratic form 

( F - 3~) (K1 - 2iFK2)4 +(1-- 3 P. _) (KI + 2iFK2)4 
F+F F+F 

(2.13) 

Owing to the biquadratic nature of (2.13), the roots can 
be obtained fairly easily. Introducing 

.. F2 iF .!! P. 
A:=F-3 F + F , B:=3F'+F' C:=F- 3F+7 

we write (2.13) in the factorized form 

(Q~KA)(QBKB)(/3OKC)(/3j){D) = 0, 

where the components of the spinors Q~, ~ are 

Q~ =A 1/2::1: i[B + (B2 _ AC)I/2]1/2, 

Q~ = - 2iFA 1/2 'f 2.F(B + (B2 - AC)1 12]112, 

J3t=Al/2::1:i[B_ (B2_AC)I/2]1!2, 

~=- 2iFAI12 'f2.F(B- (B2_AC)I!2]112. 

(2.14) 

(2.15) 

(2.16) 

The coincidences are, of course, obtained by the 
vanishing of any spinor scalar products between Q~, ~. 
We find the following classification: 

(1) F and F constant, or F constant and F= (QZ + /3,-1/2 

+ k or vice versa; 

Flat 

(2) P constant, F arbitrary or vice versa, (N]® [-]; 

(3) F= QIZ + /31> F= Q2Z + ~ or F== (QIZ + /31,-1/2 + k 
P=(Q2Z+~,-1/2_k, [D]®[-]; , 

(4) F and F otherwise [G]® [-], 
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where a,"* 0, {3, and k are constants in the above classi
fication. It can also be mentioned that the correspond
ing Killing vectors can be worked out from the results 
of Ref. 5. 

3. STRONG HEAVENS IN THE SPINORIAL NOTATION 

The results derived in Ref. 3 concerning strong 
heavens were obtained by working with the spinorial 
formalism; however they were stated in a notation 
which did not make explicit use of the spinorial charac
ter of the various quantities concerned. We can now 
considerably improve the condensed presentation of 
these results by the simple device of introducing in 
place of the variables {xypq} and {pqrs} which were 
used in Ref. 3, the new variables defined by 

x : = - pt, y: = _ p2, p: = q h 

(3.1) 

which will be interpreted asjormal spinors (pA,qA,qi.J. 
The spino rial indices should be then manipulated ac
cording to the standard rules 

I/!A=eABI/!B, ljji..=ei..BlJ!B, 

I/!B=I/!A€AB, ljjB=lJ!A€AB, 

where 

(€AB) = (e18) = COl ~) = (e AB ) = (e AB). 

(3.2) 

(3.3) 

The key functions3 depend now on their respective 
variables written in spinor notation, viz. 

(3.4) 

The corresponding heavenly equations assume the form 

and the (strongly) heavenly metric takes the form of 

(3.6) 

The heavenly tetrad and its inverse are then given by 

(3.7) 
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Del> : = V", V"'eI> = 2(a2Cl t + a3il4)eI> 

02n a2 
=-2 --eI> 

oqA oqs oqAoqB 

il ( a a2e a) 
=2 apA a,p. + apAapB ilPs eI>. (3.9) 

Now, the basic relation which establishes the bridge 
between the nand e formalisms is 

an 
pA=- aqA' (3.10) 

It will be useful to consider a parallel object 

-...t an 
p =- aq;: (3.11) 

Then, for the base of the (closed anti-self-dual 2-forms 
we have 

All _(2e4Ae1, _e1Ae2+e3Ae4 ) <s )- _e1/\e2+e3Ae4, 2e3/\e2 

=(dq~AdfJ.A' - dfJ.A/\dPA) 
dijA A dp 1, - d/'/\ aiiA . 

Writing this, we notice that 

SU = - dqA /\dPA = dqA/\dPJ.., 

SH = - dijA /\ tfij A = dpA /\ dp A + 2d(::J 1\ dq A. 

(3.12) 

(3.13) 

At the same time, for the base of the self-dual 2-
forms we have 

(3.14) 

The invariant volume along V4 is given by 

_ dV: = * 1 = et /\ e2 A e3 A e4= ~dqA I\dqA/\dpB Adps 

= - t. dqA /\dqAA dqB A tfij B' (3.15) 

Now, our gAB from (3.7) induces the spinorial con
nection [for the definition, see Ref. 3, Eq. (1.16)] 

R a2n a3n C a3e 
rAB=dq aqRaqS aq§aqAaqB =-dq apAapBapC' rlB=O. 

(3.16) 
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The curvature form 

R.AB:=drAB + rAsA r S
B 

1 o's C ( D+ ~dqE) = '2 OpAOpBOpCOpD • 2~q A dp OPDOpE 

=-~CABCDSCD, (3.17) 

determines the only nontrivial spino rial curvature 
quantity 

a's (3.18) 

Of course, because H with the null tetrad oriented as in 
(3. 7) is a strong heaven, C ABeD = 0 = Reb' The heavenly 
conformal curvature can also be expressed in terms of 
the first key function 

C - 0
2
0 _0_ {0

2
0 _0 __ 0 __ 0_ o} (3.19) 

ABCD- Oq(AoqR oqil. oqBoqS oq!; oqC oqD) • 

(The symmetrization affects here only the undotted 
indices ABCD. ) 

We will mention that from the two expressions for 
ds2 in (3.6) one directly infers that 

~+~=O (3.20) 
OqAoqB OPAOPB • 

Now, a basic advantage of the present notation is that if 
we restrict the heavenly factor of the gauge group 
SL(2, a) in g = SL(2, a) XSL(2, a) to constant transforma
tions, it coincides directly with the freedom of SL(2, a) 
transformations of our formal spinors. These trans
formations (which maintain the simple expression for 
r AB in the terms of 9) represent the ambiguity group of 
the present spinorial description of strong heavens in 
the 9 formalism. Notice that according to (3.12) the 
"hellish" 2-forms SAB are invariants of this group, as 
it should be. It should be observed, however, that 
working with the 0 formalism, we then have two in
dependent ambiguity transformations of our formal 
spinors, SL(2, aJ and SL(2, a), with constant coeffi
cients, where SL(2,a) does not coincide with the hellish 
factor in g restricted to constant transformations. This 
fact should be remembered when working with the 0 
formalism if one wants to avoid confusions. 

4. PROLONGATIONS AND THE DERIVATION OF THE 
HEAVENLY STRUCTURE 

In this section we will apply Cartan's idea of pro
longation7- 9 to study the heavenly integral manifolds 
and their relation to an hierarchy of key functions. 
Since the procedure of prolongation of an ideal of dif
ferential forms is probably new to the reader we will 
proceed rather cautiously. We will also employ the 
spinorial formalism developed in the proceding section. 
Our treatment here is local; however, the formalism 
used is readily adaptable to a global treatment. The 
standard mathematical device for patching the local in
formation together to obtain a global theory is to use 
the theory of algebraic sheaves. 2 Then the problem of 
the existence of exact global1-forms along some in
tegral manifold is a problem involving sheaf cohomology 
theory. We only mention this as a future road to the 
global theory and all our integrations here will be in 
star shaped regions. 

1025 J. Math. Phys., Vol. 18, No.5, May 1977 

Now consider two independent 4-forms given in local 
coordinates by 

a: = (dp t Adql +dP2Adq2)AaqiAaq~ 

-=~(dPAAdqA)A (aqAAd(jA), (4.1a) 

{3: = (dpt A dP2 + d(ji A d(j~) 1\ dqt A dq2 

-= t(dPAA dpA + aqj.A aqA) A (dq BA dqB), (4.1b) 

involving six complex variables {PA,qAoq...t}. We can 
take the global manifold here as as. Now an integral 
manifold I of the ideal of differential forms generated 
by (4.1) is a pair (N, i) where N is an analytic manifold 
and i: N-aG is an immersion (locally 1-1) such that the 
pullback i*w : = w(i(P») = 0 for PEN and w in the ideal. 
Hereafter, we will take poetic license and simply write 
an integral manifold I as any subspace which satisfies 

a=O, (3=0. (4.2) 

By external multiplication of a and {3 by the basis 1-
forms 
{dp A, dq A, d(j AJ one easily finds that all 6 = ~) of the 
possible external products of five differentials of these 
variables vanish on I as a consequence of (4.2). There
fore, for any integral manifold we have 

dimI-s 4. (4.3) 

We are interested in exactly four-dimensional integral 
manifolds along which we explicitly assume 

o *dV = - tdqA AdqAA dpB AdpB 

(4.4) 

i. e., the ideal generated by Ci. and (3 satisfying (4.2) is 
an involutionS, to with respect to either set of variables 
{q..t,qA} or {qA,PA}' The last equality in (4.4) follows 
from {3=0. 

Now with dV * 0 we can select in particular, {q A, q A} 
as local independent coordinates for I, then having 

PA=PA(qB,qB) (4.5) 

so that Eqs. (4.1) and (4.2) become 

(
apt OP2) 

Ci. = - oq2 + oqt dV=O, (4.6a) 

(4.6b) 

As a consequence of the local inversion of the Poincare 
lemma, (4. 6a) implies the existence of a function 
0= O(q Ao q 1) such that 

pA = _ ~ . (4.7) 
OqA 

Plugging (4. 7) into (4. 6b) we recover the first heavenly 
equation (3. 5a). Thus our integral manifolds Iof (4.2) 
are, at least locally, in 1-1 correspondence with the 
solutions of the first heavenly equation. We will now 
analyze various consequences of Eq. (4. 2). 

In order to proceed systematically with the program, 
we will now state an elementary lemma l1 (which will 
heretofore be referred to as L): 

Lemma L: Let D n denote a star- shaped region of a 
complex analytic manifold Mn of complex dimension n, 
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and let Xl, ••• ,x~ be k independent local coordinates in 
[)'" i.e., axl l\ax21\ ... l\axk *0, k$,n. Letebeal-form 
(e Ell. 1) such that in [) n : de 1\ ax l A ••• dx!' = O. Then there 
exists in [) nO-forms x, Yu ... ,Y~ E 11.0 such that 

(4.8) 

We can now rewrite (4.1a) and (4.1b) in the form 

a =d(pAdqA) A dijil\ diN" (4.9a) 

f:3=td(p AdPA +7t"aqj') A dql A dq2, (4.9b) 

and applying L to the integral manifolds for which a 
= {3 = 0, i. e., (4. 2) is satisfied, we infer the existence 
of functions n, :E and SA such that 

A -1 
P dqA+P dij1=-dn, 

Differentiating these relations we have of course 

dpA A dq A = - dpA A dij A, 

t(dpA 
1\ dPA + dijA A dij;.,) = - dSA A dq A' 

(4. lOa) 

(4. lOb) 

(4.11a) 

(4. 11 b) 

NOw, the new spinors which have appeared in these 
relations are P A and SA' We can now observe that the 
pairs of spinors {PA, q A} and {p 1, q 1} play symmetric 
roles. Indeed, multiplying externally (4. 11a) by dql 
A dq2 we deduce the equation 

(i: = (dpi Adijl +dP~Adq2)AdqlAdq2 
= t(dP A A dijA) A (dq BA dqB) = 0 

on an integral manifold. Now take the external 
"squares" of both sides of (4. 11a); this gives 

diji A diji A dpi A dP2 = t dijA A aq;. A dt) A dp B 

=dql Adq2 A dP1Adp2 

(4.12) 

= tdqA AdqAAdpB A dPB=dV* O. 

(4.13) 

Consequently, the functions {P A, q iJ} are independent. 
Now, eliminating dpB A dp B in equality (4. 13) by the use 
of (4. 11b) leads to 

0= i3 : == (dpi A dpi + dql A dq2) AdcitA dqi 

(4.14) 

Thus, equations O! = {3 == 0 and (i = {3== 0 imply each other 
and are related by the formal transformation 
{PA' qAo q;.} -{p 1, q;., qA}' 

Now, (i = 0 by the application of L and again gives us 
(4. lOa). From {3=0, however, by the application of L 
wI! obtain the new information that there exist functions 
SA and ~ such that 

sAdijA + tpAdPl + tqAdqA =d~. 

This relation differentiated gives, of course, 

~(dP;' A dPA. + dqA A dq A) = - asA A dij A' 

(4.15) 

(4.16) 

It is now clear that the equations (i = (3 = 0 again lead, . 
through the elimination of p 1 in the form of P;' == an/aqA, 
to the first heavenly equation, (3.5a). Therefore, 
we can now equivalently state the problem of the inte
gral manifold as follows: Postulating simultaneously 
any of the two pairs of equa tions in 1-forms, 
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A { d:E = ~ pAdPA + ~Adq A + ~q;'dij1, 
- dn=pAdqA +pAdijA' } 

- . . J[, 
d:E = ~qAdq A + s Adij;. + t pAdfiA 

(4.17) 

one is led to the first heavenly equation. Thus, it is 
reasonable, i~tead of considering separately the pair 
A or the pair A, to consider the three equations in 
(4.17) as I-forms where there enter six spinors 
(PAoqA, SA,P;"q;" s;.) and the three key functions 
(:E, n,~) together as equations which determine an in
tegral manifold in the corresponding multidimensional 
space. 

We shall thus call the three relations in (4.17) the 
nucleus N of the heavenly structure of 1-forms. The in
tegrability conditions of N have of course the shape of 
three equations in 2-forms, 

~dpA A dp A + d~A 1\ dq A + ~dij;' A dq A >aA , 
aN: dpAAdqA+ipA~dq;.=O. ---"oA. (4.18) 

~dqA 1\ dqA + asA A dij1 + tdpAA dP;, = 0 /" 

(Of cours~, it is enough to postulate aA in order to 
deduce aA and vice versa. ) 

Now, we are going to show that N forms a natural 
part of some much wider structure of I-forms, which, 
among other things, also describes the integral mani
fold of the second heavenly equation. For this purpose, 
we first respectively eliminate in the expressi0!ls for 
O! and (i [the formulas (4.1) and (4.12)] dijiJAdijB by 
using (4.11b), and dqBAdqB by using (4.16); this leads 
to the equations 

a Bit
: == (dP A A dqA) A (ds B A dqB) == 0, 

aall : =:: (dP A A dijA) A (as B A dijB):::: O. 

(4. 19a) 

(4. 19b) 

At this point it is convenient to observe that the 
numerical identity 

(4.20) 

(any object skew in the three indices in two dimensions 
vanishes), when contracted with dkA A dl B A dm C A dnD 
provides a general 11.4 identity 

G : dkA 1\ dZ A A dmB A dn B + dkA A dnA A dl B Adm B 

(4.21) 

In particular, identifying here m A = nA we obtain a 
special identity 

S:dkA /\ dmA/\dlB /\ dmB=-td0/\ dZA /\ dmBA dmB·(4.22) 

Now, by using S, we can rewrite (4. 19a)-(4. 19b) in the 
form 

O!all = - ~dsA A dPA /\ dqB /\ dqB =:: 0, 

(iall=-~asAA a'Pi.A dct/\ dqIi=O. 

Now, rewrite (4.11b) and (4.16) in the form 

-{dqAA dliA=~dpA/\ dPA +dsA/\ dqA' 

(4.23a) 

(4. 23b) 

(4. 24a) 

(4. 24b) 

By taking the external "squares" of the both sides of 
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(4. 24a) and (4.24b), and by applying in doing so (4.22), 
we obtain the A 4 equations 

y: = dpA /I dPA/I dsB /I dqB - ~dsA /I dSA /I dqB /I dqB = 0, 

(4. 25a) 

y: = dpA II £p;. /\ dss II dqiJ - idsA /\ds}. IIdqB /\dqA =0. 

(4.25b) 

Now, by application of L, we infer from (4. 23a} and 
(4. 23b) the existence of the functions such that 

sA dPA + rA dqA = de, 

sA dPA +:yA dq;. =d®. 

(4. 26a} 

(4.26b) 

But according to (4.13), the variables {PM lJA} and 
{Pi, liA} are respectively independent. Therefore, we 
have 

(4. 27a) 

A a® _. ae 
s - apA' SA = apA • (4.27b) 

Now, putting (4.27) into (4. 25a) and (4. 25b) one easily 
obtains 

(
1 a2® a2® a2 ® ) 

y=2 2" apACPB • apAapB + apAaA dV=O, (4. 28a} 

_ (1 c2e c2 (iij a2@) 
y=2 2" a'jj1.api • apicpS + cpAaqi dV=O. (4. 28b) 

It follows that ® must fulfill the second heavenly equa
tion, (3. 5b) and @ fulfills a copy of the same equation in 
the variables iiA' PA: 

1 a2@ a2@ iJ2@ 
-. +-0 
2 apA cPa api apA ap aqA - • 

(4.29) 

We should like to observe that in ReL 3 the fact that 
the first and the second heavenly equations are equiva
lent was described in an implicit manner only. In the 
present study, the above derived implication (a =13=0) 
~ (aaH = y = 0) explains a part of the mechanism of this 
equivalence. The inverse implication (aalt=y=O) 
- (a =8=0) can be also easily derived, indeed, y=O 
is equivalent to the statement that the external square 
of the closed 2-form, ~dpA /I dPA + dsA /I dqA' vanishes. 
Thus, this 2-form is simple, and hence by the applica
tion of the Darboux th~orem, can be represented as 
- d(qi dqj + dT) = - t dqA /I d(j A. Therefore, y = 0 assures 
(4.24a). On the other hand, aalt is equivalent to (4.19a) 
and by use of (4.24a) reduces to a =0. Moreover, 
(4. 24a) multiplied externally by de/' /I dqB clearly gives 
(3 =0. 

Now, in Ref. 5 it was found that in the study of the 
Killing vectors in strong heavens in the ® function 
formalism, an important role is played by a new func
tion, A. We will now be able to show that this function 
can be interpreted as a natural member of a structure 
of I-forms, which naturally emerges by a further ex
tension of the procedures applied in this section. 

Indeed, by closing (4. 26a) and (4. 26b) we have 
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(4.30a) 

(4.30b) 

Now, externally multiplying (4.30a) and (4.30b) by 
dpA /I dqA and ap1./I d7j1., respectively, and by applying 
S, (4.22), we infer that 

dsA /I dqA /I dpB /I dPB + drA /I dp A /I dqB /I dqB = 0, 

(4.3Ia) 

as}. /I aql /I t/PB /I dPB + arA /I dP A /I aqB /I aqs = O. 

These relations can now be used in (4. 25a) and 
(4. 25b) transforming these equations to the form 

(4. 31b) 

y = - (~dsA /I dSA + drA /I dPA) /I de/' /I dqB = 0, (4. 32a) 

y = - (hrsA/\ clsJ,+arA/\ ap;,)/\ d7jB /I aqB =0. (4. 32b) 

Consequently, by applying L, we infer the existence 
of functions such that 

tsAdsA +rAdPA +~dqA=dA, 

~si asA + rA ap;. + fA aql = dA. 

By closing these relations we have of course, 

~dSA /\ dSA + drA /\ dPA + dt A /\ dqA = 0, 

tds;' /\ as A + ari /\ dP;' + itA /\ dq;. = o. 

(4. 33a) 

(4. 33b) 

(4. 34a) 

(4. 34b) 

Now, if we understand A as A=A(PA, qA)' then from 
(4. 33a) we have 

aA rA l. B aSB 
apA = +2 8 apA 

so that (4. 26a) implies 

a® 1 a® a2 ® aA -+-- ~-:;-:x (4.35) 
aqA 2 apB ap apA - ap . 

Now due to the identity (ajapA)(ajapA) =0, one easily 
sees that Eqs. (4.35) imply and are implied by the 
second heavenly equation (3. 5b). Notice that (4.35) is 
just the spino rial version of the last two equations of 
Eqs. (2.33) of Ref. 5, which appear in the master 
equation for determining the Killing vectors in heaven. 

Now our procedure of prolongations to obtain new 
Pfaffian I-forms can be continued presumably in
definitely. However, there is one important difference. 
From the I-forms we have constructed up to now, that 
is Eqs. (4.17), (4.26), and (4.33), we can choose any 
neighboring pair (4. 33a) and (4.26a), (4. 26a) and 
(4. lOb), or (4. lOb) and (4. lOa), or the corresponding 
barred pairs to reconstruct the entire heavenly struc
ture. This, however, appears not to be the case as we 
continue further up the ladder. That is, if we construct 
the next I-form and its barred associate by applying 
the same techniques as previously we can not use this 
I-form in conjunction with (4. 33a) to derive the second 
heavenly equation or its associated 1-forms (4. 26a) or 
(4. lOb). It appears that above the A I-form (4. 33a) 
infinitely many I-forms appear and that possibly all 
are needed to regain the entire structure. We will now 
write our heavenly hierarchy of I-forms in a much 
more concise notation and also aSSign complex dilata
tion weights to the variables which appear. 

We begin by noticing that all the I-forms constructed 
so far enjoy a scale invariance of the following type: 
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(4.36) 
tA -xexp(7i/J./2)tA , n-x2n, ~-x2exp(i/J.)~, 

9- X2exp(2i/J.)9, A- x2exp(3i/J.)A, 

where x, /J. E 0:. The corresponding transformations for 
the barred quantities can be obtained from (4.36) by 
putting a bar on the corresponding variables and 
changing /J. - - /J. . 

This invariance exhibits the fact that all our 1-forms 
can be characterized by their weights with respect to 
exp(i/J.). This suggests the following change of notation. 
We introduce spinors l/JA (j) and scalars cl>(l) defined by 

l/JA(-t)=qA, ~A(t)=qA' 4?(0)=-S"2, 

l/JA(t)=PA> ~A(-t)=PA' 4?(1)=~, 4?(-1)=~, 

l/JA(%) = SA' ~A(-1)=SA' 4?(2)=9, 4?(-2)=®, (4.37) 

l/JAm=rA> iPA(-t)==rA, 4?(3)=A, 4?(-3)=A, 

l/JA(if)=tA, ~A(- if) == t...i. 

It is understood here that j is a half-odd integer, while 
1 is an integer. Then we can extend l/J A (j) to all nega
tive half-odd integers and iPA(j) to all positive half-odd 
integers by 

l/JA(j)=O-j<-t, 

"iiJ..i(j)=O-j>t. 

(4. 38a) 

(4. 38b) 

Now the important point is that we can apparently also 
extend l/JA(j), "iiJ..i(j) to the remaining half-odd integers 
and 4?(1) to all integers by the prolongation process. 
Indeed using (4.37) and (4.38), we can write all our 
previous Pfaffian 1-forms (4.17), (4.26), and (4.33) 
succinctly as 

dcl>(l) == t L: {l/JA(Z - j) dl/JA (j) + ~..i(Z - j) d~..i(j)}, (4.39) 
J 

where j runs over all half-odd integers. Now the pre
viously obtained 1-forms are given by the range 
1= - 3, .•. ,3. However, we have checked the validity 
of (4.39) for the larger range 1 = - 7, ... ,7. Indeed it 
appears that (4.39) is valid for all integers 1. Hence, 
we conjecture that the heavenly hierarchy given by 
(4.39) is, in fact, infinite. We have not been able to 
prove our conjecture, however. One might think that 
an inductive proof would work, but a closer examina
tion shows that one must invoke the induction hypothesis 
at each stage of the prolongation proce ss, L e., it is 
necessary to alternate invoking the induction hypothesis 
with implementing Lemma L. In spite of this we see no 
reason why the prolongation process should break down 
for higher values of 1. 

Now the closure relations for (4.39) are given by 

w(l)"'t "£{dl/JA(l-j)/\ dl/JA(j)+dlP..i(Z-j)/\ d~A(j)} ==0 
J 

(4.40) 

It is clear that the relations (4.40) split in a natural 
fashion into three subfamilies: the pure heavenly sub
family (no dotted spinors) 

w(l)==t6dl/JA(l-j)/\dl/JA(j)=0, l~2; (4.41) 
J 

the pure hellish subfamily (no undotted spinors) 
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(4.42) 

and the subfamily where the three forms, d4?(l), d4?(O), 
and d4?(- 1) necessarily mix the undotted spinors. The 
corresponding equations are of course 

/
W(l)=tdl/JA(~)/\ dl/JA~t) +dl/JA(1)/\ dl/JA(- t) 

A +ttbPA(-~)/\ dl/JA(t) =0, 

A:>w(O)=d~m/\ dl/JA(-t)+dlP..i(-t)./\ tbP..i(t), (4.43) 

"'-w(-l) =tdl/JA(- t)/\ dl/JA(- t) +dlPA(-1)/\ d~A(t) 

+tdlPA(-t)/\ dlP;.(-t) =0. 

It is quite clear thatA+ or A- assumed is enough to 
reproduce all the structure considered. 

Finally we mention that from (3.12) one easily sees 
that equ,,!-l.ities (4.43) amount to the description of the 
forms SAB through the alternative formulas 

sii =dl/JA(_ t) /\ dl/JA(- t) 

=- 2 dlji(-1) /\ d~..i(t) - d~l (- t) /\ dlP...i(- t), 
S12 = _ dl/JA(t) /\ dl/JA (- t) = + dlP..i(- t) /\ d~Am, 
s22=_dl/JAm/\ d~A(t)=2dl/JAm/\ dl/JA(-t) 

5. GENERAL PROPERTIES OF THE INTEGRAL 
MANIFOLDS 

(4.44) 

In this section we consider some important properties 
of the heavenly integral manifolds. While we have not 
been able to find an explicit expression for the general 
solution, we can use Cartan's theory8.10 to construct 
stepwise the regular integral manifolds in terms of 
their tangent spaces. This will allow us, for example, 
to determine at each step the arbitrariness of the in
tegral manifolds, Le., on how many arbitrary functions 
of how many variables the general manifold depends. 
To do this we can begin with any of the equivalent forms 
of the heavenly manifolds. It seems best to use the al
ready partially integrated description given in terms of 
the two Pfaffian 1-forms (4. lOb) and (4.26a). Here we 
write them in component form 

wl =d® + S2dPI - sldP2 +r2 dql - r l dq2' 

w2 = ~ +ts2 dql - hI dq2 + tli2 diii - tliillq2 

+tp2 dPl-tp l dP2' 

(5.1) 

These forms are, of course, zero on an integral mani
fold. The closure easily gives 

dw 1 = ds 2/\ dPI - ds1/\ dP2 + dr2/\ dql - dr1 /\ dq2' 

dw2 = ds2/\ dql - ds1/\ dq2 + tlqi/\ Uqi + dP2/\ dPl' 
(5.2) 

Now we are working on complex Euclidean n-space 
where n== 12. We wish to find the regular integral mani
folds by successive applications of the Cauchy
Kowalewski theorem. Now at a regular point in ([12, the 
rank of the system (5.1) is 2, so the Cartan character 
So == 2. A vector in the tangent plane to a solution must 
satisfy 

(5.3) 

where -.J denotes the inner product between differential 
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forms and vector fields. The polar system is obtained 
by adjoining to (5.1) the 1-forms 

(5.4) 

where X satisfies (5.3), This system has rank 4 (i.e., 
So + S1 =4), so S1 =2. A two-dimensional integral mani
fold is obtained by constructing X2 to satisfy (5.3) and 

(5.5) 

Its polar system is obtained by adding to (5.1) and (5.4) 
the I-forms Xa -.l dWl and Xa -.l dWa which has rank 6 and 
thus sa == 2. Continuing in this way we obtain a three
dimensional integral manifold with tangent vectors 
{Xl> Xa, X s}, where Xa satisfies (5.3), (5.5), and (5.5) 
with Xl replaced by Xa. The polar system is obtained 
by adding Xa -.l dWl and Xa -.ldwa to the previous polar 
system. Its rank is 8, thus sa = 2. The four-dimension
al integral manifolds {Xl> X a, Xa, X4} are constructed as 
before with X4 orthogonal to the last constructed polar 
system. However, if we add X4 -.ldWl and X4 -.ldwa to 
this polar system, its rank remains 8, since we are in 
([la and 12 - 4 = 8. Thus the genus g= 4 and the maximal 
regular integral manifolds have complex dimension four, 
which of course we already knew. We also have S4=0. 
Now we can use Cartan's criteria (Ref. 8, p. 75) to 
state for example, that the general solution for heavens 
depends on two arbitrary junctions oj three complex 
variables. To sum up, the regular maximal integral 
manifolds of heaven are determined by 

Xj-.lw1=Xj -.lwa=O, 
(5.6) 

Xj-.l (XJ-.ldW1)=Xj-.l (XJ-.ldwa) =0, i*j, 

i, j = 1, ... ,4. The only qualification that we must add 
is that (4.4) be satisfied, i. e., that the system (5.1) be 
in involution with respect to the spinors qA,PA' Equa
tions (5.6) give, at least impliCitly, the general 
integral manifolds of heaven in terms of the tangent 
spaces at each point. 

In order to find explicit integral manifolds for heaven, 
we deal with the second heavenly equation in the form 
given by (4. 25a) and the 2-form dw, given by (5.2). In 
component form, (4. 25a) reads 

ds1/\ ds a/\ dq1/\ dqa+dsa/\ dq1/\ dPl/\ dPa-dsl/\ dqa 

(5.7) 

on an integral manifold. In fact we would like to be able 
to linearize, at least partially, the differential equations 
for an integral manifold. Indeed we will see that the 
case treated in detail in Sec. 2 is a special case of the 
linearization that follows. Again as in Sec. 2, the trick 
is to integrate the equation dWl = 0, treating ql> q2' Pl, 
and Sl as independent variables. We have the existence 
of a function '¥(P1> s1> q1> qa) with 

d'¥ - SadPl -Pads! - radq! +rl dqa= 0 (5.8) 

on an integral manifold. Plugging (5.8) back into (5.7) 
we obtain the differential equation 

'¥PI81'¥81q a - '¥Plq a'¥"1"1 +'¥"1Ql - '¥PIPI =0. (5.9) 

The advantage of this form is the following: As seen 
from (2.7), the derivatives of ® with respect to ql do 
not enter into the calculation of the metric, and thus it 
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is also this way with '¥. Moreover, the nonlinear terms 
in (5.9) contain derivatives with respect to the qA'S. 

Thus (5.9) is susceptible to linearization involving non
trivial metrics. We mention that the condition that the 
original variables PA' qA be independent (i. e., dV * 0) 
imply that '¥ "1 81 * 0, and that only those heavenly mani
folds such that ®PaPa * 0 are amenable to the above 
treatment. The case ®PaPa = 0 is easily handled, how
ever, as shown in Ref. 3. 

Now it is straightforward to determine the metric in 
terms of the function '¥. Indeed, the necessary deriva
tives are 

®PaPa = '¥~ "1' ®PIP2 = - '¥;~ "1 '¥ "1 P1' 

®PIP1 = '¥~~al'¥~pt - '¥P1Pl' 
(5.10) 

Simple substitution of (5.10) into (3.7) then gives the 
spino rial components of the metric in the '¥ formalism. 
Similarly the connection and curvature components can 
be computed; however, we do not give these explicitly. 
The important point is that as in the ® formalism, 
the metric, connections, and curvature do not involve 
derivatives with respect to qA' 

With this in mind we look for solutions of (5.9) with 
'¥"1Q a=O. [The counterpart in the ® formalism is ®P2Q2 

= ®plQz = 0 which does not enter the second heavenly 
equation (3. 5b) explicitly.] Thus '¥ can be written as '¥ 
=F(Pl, s1> ql) + l/J{P1> q1> qa) and the analysis of (5.9) 
splits into two cases depending on whether F a1 "1"1 
vanishes or not. 

Case I: F "1"1"1 * O. 

This case reduces to the three dimensional complex 
Laplace equation after some gauging and changes of 
variables, 

'¥p p + '¥P P + '¥p .• = 0, 
1 1 a 3 .... 4 

(5.11) 

where now '¥ is a function of Pt, Pa, P., and 

Ps = Sl + b, P4 = iql + i!;, 

b: = SI + J a(ql) dqiJ a(ql): = l/JPI Q a' 

There are many ways, of course, to solve (5. 11) de
pending on different domains of holomorphy. la The gen
eral solution can be given explicitly and depends on two 
holomorphic functions of two complex variables. We 
mention in addition, regarding solution techniques for 
(5.11), Ref. 13 where group theoretical techniques are 
used and Ref. 14 where an operational calculus 
approach is used. We also mention that the special case 
when a(ql) = 1 and '¥ is independent of ql reduces to the 
two-dimensional Laplace equation treated in Sec. 2. 

Case 2: F"l 8
1 

"1 = O. 

This case has two vanishing conformal curvature 
components, i.e., C<S)=CI4)=0. The quantities neces
sary to compute the metric are 

'¥"1"1 =t(ql)Pl +gO(ql), 

'¥Vl =t(q1)SI +~g!lf+g~IPl +jl(Ql), (5.12) 

'¥ '¥ 1 J a 1 ° a /.1 
Pl"l = "1 "lQl SI + S/5Q1Q1PI + 2:gQ14l1 + .ll 

+ j.~ (ql) + 'Ii 8
1 
"l h(~, q1), 
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where gO,j,j0,jl are arbitrary functions of qi> h is an 
arbitrary function of its arguments, and ~: =qa 
- ig1(Pl +go/j)a. This case has some overlap with 
the case treated beginning with (4. 12a) in Ref. 5, but 
in general they are not equivalent. 

It is clear from the above analysis that many classes 
of metrics appear and can be given explicitly and hence 
studied in much more detail along the lines of Sec. 20 
We will not do this here, however. Finally, it is 
mentioned that a similar linearization yielding non
trivial metrics is obtained by setting w""a==O in (5.9). 

6. SYMMETRIES OF THE SECOND HEAVENLY 
EQUATION 

In this section we describe the symmetries of the 
second heavenly equation. In fact, we show that essen
tially the infinitesimal symmetries coincide with the 
Killing vectors obtained in Ref. 5 aside from the func
tion A, which we have already seen arises from the 
prolongation process described in Sec. 4. Generally it 
would be of interest to study the symmetry of the com
plete heavenly hierarchy or at least the system of 1-
forms which begin with and end with A (1. e., l 
== - 3, .•. , 3). This could shed light on the meaning of 
the hierarchy. However, we content ourselves here with 
finding the infinitesimal symmetries of the pair of 
Pfaffian l-forms (4. 26a) and (4. 33a). The reason for 
choosing here the l-form (4. 33a) instead of (4. lOb) to 
represent the heavenly integral manifolds is that it 
allows for the dependence of the symmetries on A. which 
is of interest from the point of view of the Killing vec
tors. 5 We will show, however, that this dependence is 
not allowed as transformations on the space spanned in 
a local chart by (qA,PA, e). 

Now let M be a differential manifold and let!J. be an 
ideal in the Grassmann algebra A(M). Also lety be 
closed under exterior differentiation. Suppose thatj 
is generated by WI and dWI and let (N, il be an immersed 
submanifold which annuls j, 1. e., an integral mani
fold. Then the local symmetry group for!J. is given by 
the set of all local diffeomorphisms </> : M - M such that 

</>*w E!J. for all W EY, (6.1) 

where </> * denotes the pullback of </>. Hence </> is a 
mapping on M such that the integral manifolds of!J. are 
mapped into themselves. Infinitesimally (6. 1) reads 

(6.2) 

for all W E!J. and where WI EY, Xl are locally holo
morphic functions on M, and X is the vector field de
scribing a local one-parameter trajectory </>t 0 

Now let us apply (6.2) to the ideal!J. of differential 
forms generated by the two l-forms (4. 26a), (4. 33a), 
and their closures (4030a), (4. 34a). Explicitly, we 
write 

w2=dA-tsA dSA - -yAdPA - rdqA' 

Then applying (6.2) we have 

t:XWl = ><iWl + Xfw2, 
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(6.3a) 

(6.3b) 

(6.4a) 

(6.4b) 

We mentioned that the commutivity of the Lie deriva
tive and the exterior derivative applied to (6.4) guaran
tees that the 2-forms d~ and dW2 are back in!J. after an 
infinitesimal transformation. Now in order to solve 
(6.4) we write the w's out explicitly and make use of the 
identity15 

!:.xw=d(X .Jw) +X .Jdw. (6.5) 

Then equating the coefficients of the independent 1-
forms on the space ~12 we obtain a system of first order 
coupled partial differential equations for the vector 
fields X. In order to facilitate matters it is convenient 
to define functions F and G by 

F =X.J wi> G =X .J w2 • (6.6) 

Then upon equating coefficients in (6.4) we obtain the 
equations 

A 
FtA = 0, X" =F'A =GtA , 
""A 1 A 
A· =FSA +2"S FA=G'A' (6.7) 

XsA=FpA +sAF®+-yAFA=GSA +isAG A, 

A _A A A_A 
X' =F'A+,F®+l FA=GpA+S G®+,GA> 

where XO
A 

denotes the component of X multiplying a,A, 
etc. The first three of Eqs. (6.7) can be integrated 
immediately to give 

F=PYA +Fo, 
(6.8) 

where FA, FO, and GOo are arbitrary functions of the 
spinors qA,PA, SA and scalars ®, A.. Plugging (6.8) into 
the last two of Eqs. (6.7) and doing some algebra, we 
have 

Fl=o, FO==HAsA +Ho, FJ..=F:A =~ =F:A =0, 

FO A p:O GOO 1 AGDO PA +S ®= SA +2S A. 

GOO AGOO HB HO 
PA + S ® == qA SB + 'A' 

(6.9) 

FB +€BAS W+€BAuD_HB +l.sAnB+€BAG OO 
'A C ne- PA 2 ® A, 

where HA and HO are arbitrary functions of qA, PA, ®, 

and A.. The integration of (6.9) is straightforward but 
rather tedious. First we notice that pB is a function 
only of qA and after some algebra we find that HB, HO, 
and GOo must have the forms 

HB =HBC(q)pc +HBO(q), 

HO=h1(q)® +hO(q,p), (6 0 10) 

GOO = !!,(q) A. +j(q,p)® +gO(q,p, s), 

and we are left with the constraint equations 

° 1.,A h ° + -OO( p) g =zr;'BsAsB + PA SA g q, , 

HBA =F; + €BA(hl _ gZ), (6.11) 
A ° (BC BAh1) (HBO 1 BA) +hO gpA=H'A-€ .cPCSB+ 'A- a € SB 'A' 

where hO and IT are functions of qA only. Upon further 
integrations of (6.11) we find that both hi and g2 must 
be constants and 

r=</>'A +C1€ABqB , 
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+h2~(q)PA +gOO(q). 

This ends the computation of the infinite dimensional 
Lie algebra L of infinitesimal symmetries of the 
heavenly manifolds. It is not difficult to see that the 
only symmetry in (6.12) which is not a projection onto 
transformations of the space with local coordinates 
(qA,PA, ®) is that symmetry generated by the function 
gOO(q). This function generates qA dependent transla
tions of A and leaves (6.3b) invariant since the spinor 
tA is essentially arbitrary. The Lie algebra L ° gen
erated by these translations is therefore less interesting. 
Indeed, it can be seen that Lois an ideal in L and we 
thus consider the factor algebra L IL 0' The projections 
of these onto the base space spanned by (qA, PAl ®) are 
given by the vector fields 

A .-AB X" = ¢.A + C1 t;-- qB, 
_A C BA .-AB 
A' =¢ •• PB+ zE PB+Ij!.A-aO~- qB, 

A B 

X® = (C1 + 3Cz)® + hO. 

(6.13) 

It is now easy to see that the vector fields (6.13) are 
precisely the Killing vectors in spinorial notation given 
by Eq. (2.33) of Ref. 5, with o!o = O. On the other hand, 
we have understood the o!o term in terms of the pro
longation variable A in Sec. 4. 

Finally, we mention the possible use of the sym
metries to obtain solutions of the second heavenly equa
tion. Given a symmetry vector field we can find rela
tive invariants which essentially reduces the number of 
variables of the original partial differential equation 
by one. Indeed if we know three independent symmetries 
we can reduce the problem to quadratures. Moreover, 
given any solution we can obtain other solutions by 
group transformations. 

Closing this paper, we should like to conclUde that we 
believe that its results, although not as complete as 
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one might desire, seem to justify our belief that (i) it 
is profitable to use an abbreviated spinorial notation 
as introduced in Sec. 3, and (ii) that the apparatus of 
the canonical Cartan's theory of integral manifolds is 
suitable when striving towardS better understanding of 
the nature of heavens. 
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We present a detailed discussion of the infinitesimal symmetries of the Hamilton-Jacobi equation (an 
arbitrary first order partial differential equation). Our presentation elucidates the role played by the 
characteristic system in determining the symmetries. We then specialize to the case of a free particle in one 
space and one time dimension, and study the local Lie group of point transformations locally isomorphic to 
0(3,2). We show that the separation of variables of the corresponding Hamilton-Jacobi equation in the 
form of a sum is related to orbits in the SchrOdinger subalgebra of 0(3,2). The remaining orbits of 0(3,2) 
yield symmetry related solutions which separate in more complicated product forms. Finally some 
connections with the primordial equation of hydrodynamics (without force terms) are made. 

INTRODUCTION 

One of the most important techniques in finding ex
plicit solutions of partial differential equations is that 
of Lie group theory. This is said while keeping in mind 
the recent developments which illustrate the intimate 
connection of the time honored method of separation of 
variables with the theory of Lie groups. 1-5 Up to now 
most of this development has treated only second order 
linear partial differential equations, although the first 
and perhaps best understood example of separation of 
variables occurred for the nonlinear Hamilton-Jacobi 
equation. 6-9 Indeed there is a close connection between 
the separation of variables for second order linear 
partial differential equations of hyperbolic- elliptic type 
and the corresponding quadratic Hamilton-Jacobi equa
tion which describe the characteristic surfaces of the 
former. This connection is usually described in the 
dual formulation in terms of a covariant Riemannian 
metric10 ds2 =glJ dxl dx J• However, even for parabolic 
equations like the time dependent Schrodinger and heat 
equations we will see that the connection with a Hamil
ton-Jacobi equation of first degree in the temporal 
derivative remains, in the sense that they both admit 
the same type of separable coordinates. This is no 
doubt related to the fact that such coordinates are pro-
j ectively related to quadratic surfaces in a higher 
dimensional pseudo-Riemannian space. However, we 
will show shortly how the elliptic Hamilton-Jacobi equa
tion (sums of quadratics) is related by a simple point 
transformation to the parabolic Hamilton-Jacobi equa
tion (first order derivative in time). It is also em
phasized that the separation of the parabolic type pre
sents a unified picture of four types2

•
3 of potentials V, 

the free particle (V==O), the linear potential (V==ax), 
and the attractive and repulsive harmonic oscillators 
(V==± wx2). 

Now generally any first order partial differential 
equation can be cast by the process of embedding in a 
space of one higher dimension, into the Hamilton
Jacobi form 

S,+H(xI,PI,t)=O, 

PI==S"I 
(0.1) 
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(subindices with respect to variables denote differentia
tion). The importance of this equation in geometrical 
optics, the calculus of variations, and obtaining ex
plicit solutions of Hamilton's equations of classical 
mechanics is well known. (For the classical treatment 
see Chap. 2 of Ref. 11; for modern treatments see 
Chap. 13 of Ref. 12 and Chap. 4 of Ref. 13.) There is 
also a close connection with the theory of canonical 
transformations which we mention briefly here since the 
treatment in the sequel is complementary to this in the 
sense that it relates to contact transformations. Indeed 
consider a manifold (Hamiltonian manifold) with local 
coordinates (xl ,Ph t) which has a closed 2-form wand a 
function H such that 

(0.2) 

Now each submanifold such that w == 0 implies the ex
istence of a function S(xl, t) which is a solution of the 
Hamilton-Jacobi equation (0.1) (for more details see, 
e. g., Chap. 13 of Ref. 12). On the other hand, if we 
consider - H as a coordinate, then the transformations 
which leave w invariant form the pseudogroup of canoni
cal transformations over a (2n + 2)-dimensional mani
fold. Then restricting H to be a function will give a 
subpseudogroup which depends upon H, of course. 

We now conSider the special case of a free particle 
in a Riemannian (or pseudo-Riemannian) n-space with 
contravariant metric glJ. Then (0.1) becomes 

(0.3) 

If we introduce a change of variables T == t + S, z == t - S, 
an easy calculation shows that (0.3) is equivalent to 

(0.4) 

as long as both sets (xl, t) and (xl, z) can be treated as 
independent variables. Two comments are in order: 
First, the local symmetry group of point transforma
tions of (0.3) and (0.4) are isomorphic. It was shown 
in Ref. 14 that when gil is the flat Euclidean metric, 
the local symmetry group of point transformations of 
(0.3) is a factor group of order 2 of O(n + 2, 2). Second, 
the above change of coordinates involving the dependent 
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variable shows that (0.3) is equivalent to a Riemannian 
(pseudo- Riemannian) metric. 

In this paper we study in detail the symmetries and 
separable coordinates of the equation 

Sf + ~ ::= q + p2 ::= 0 . 

This equation can be obtained from (0.3) by partial 
separation, at least in the case when gil admits a 
Killing vector. Thus from the point of view of separable 
coordinates we only study here subgroup coordinates. 
In fact the more general point transformation sym
metries of (*) will yield coordinates not associated with 
the usual separation of variables. From this pOint of 
view the Similarity solutions or complete integrals we 
obtain are more general than ordinary R-separation; 
however, we do not study here the usual quadratic 
orthogonal separation involving quadratic forms. Those, 
of course, do not appear in (*), but they will appear in 
the analog of (0.4), i. e. , 

(**) 

We plan, to treat these in a subsequent work. Recentlyi5 
it was shown that in a Riemannian or pseudo-Riemannian 
metric space there are two types of separation, those 
coming from local symmetry groups and those coming 
from the usual orthogonal separation, and that the 
latter are described by contravariant quadratic sym
metric forms (Killing tensors). 

The outline of the paper is as follows: In Sec. 1 we 
compute the Lie algebra of vector fields depending on 
both coordinates and momenta which are infiniteSimal 
symmetries for an arbitrary first-order partial-differ
ential equation. This computation elucidates the role 
played by the characteristic system in determining the 
symmetries. We discuss some of the underlying struc
ture of this infinite-dimensional Lie algebra. Then we 
specialize to the subalgebra of point transformation 
symmetries of (*). These generate a finite-dimensional 
local Lie group-conformal transformations in R 3

, 

locally isomorphic to 0(3,2). We then classify the orbits 
in the Lie algebra 0{3, 2) under conjugacy with respect 
to the group. In Sec. 2 we obtain all R-separable co
ordinates systems for (*). In Sec. 3 we present a 
similarity solutioniS for each of the orbit representa
tives found in Sec. 1 and discuss the connection with 
the separation of variables of Sec. 2. Some remarks 
concerning the general solution and characteristic vec
tor fields are also made. 

Finally, in Sec. 4 we present a discussion of sym
metries which derives from the fact that the x deriva
tive of (*) yields the primordial equation of hydro
dynamics without force terms11,i6 

Pf + 2PP" = 0 

(the connection holds for n spatial dimensions). This 
allows one to relate a subalgebra of symmetries of (***) 
to a subalgebra of symmetries of (*). Moreover, even 
symmetries of (***) which are not symmetries of (*) 
can be used to determine complete integrals of the latter, 
or vice-versa. 
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1. THE INFINITESIMAL SYMMETRIES OF THE 
HAMILTON-JACOBI EQUATION 

Consider an n dimensional manifold M with local 
coordinates17 

Xi and an arbitrary first order differential 
equation on M 

(1.la) 

We wish to determine the infinitesimal symmetries of 
such' an equation which depend on all the variables 
present. To do this we consider the cotangent bundle 
T*{M) over M with local coordinates (xi ,PI), and con
struct the product manifold T*(M) xR. Now T*(M) has a 
canonical I-form p,dx l which provides the contact 
I-form 

on T*{M) XR. Solutions of (l.la) will be surfaces in 
T*(M)XR 

G{x' ,Ph u) == 0, 

which also annul the I-form 0'. Now, following 
Cartan, 18 we construct the closed ideal (closed refers 
to exterior differentiation) I defined by 

G(x',P"u), 

0' ==du - PI dx', 

dG == G"I dxl + Gpi dPI + Gudu, 

dO' ==dxIAdPI • 

(LIb) 

(1. lc) 

(l.ld) 

(1. Ie) 

The surfaces in T*{M) XR which annul I will be the solu
tions of the differential equation (1. la). Stated more 
precisely we look for immersed submanifolds whose 
pullback annuls I. 

Now the symmetries of the differential equation 
(1.la) will be those local C2 diffeomorphisms on T*{M) 
XR whose pullback maps I into I. Stated infinitesimally 
this readsi2,i9 

ta == Xa + 1)dG + {Ai ax i + Bi dPi)G, 
X 

(1.2a) 

(1. 2b) 

where t denotes the Lie derivative with respect to the 
x 

vector field X, and ~,X, 7), Ai> BI are functions on 
T*(Rn

) XR, where ~,Ai> B' must be nonsingular in a 
neighborhood of G == 0 but are other wise arbitrary. We 
have replaced M by the Euclidean manifold Rn

, It Should 
be mentioned here that the commutivity of the exterior 
derivative and the Lie derivative guarantee that dG and 
dO' are back in I when an infiniteSimal transformation is 
applied, and so Eqs. (1. 2) suffice to define the sym
metry condition for all of 1. Notice that the Lie algebra 
(j of symmetries is more general than just contact 
transformations since it is not necessary that the con
tact I-form 0' be preserved. The contact transforma
tions which are symmetries of (I. la) form a Lie sub
algebra (jcc(j given by the special case 7)==A,==B i ==O. 
To determine the Lie algebra (j, we use the expres-
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sions12 valid for a O-form I and any form w 

tl=X J dl, 
x 

tw=d(X J w)+X Jdw, 
x 

(1. 3) 

where J denotes the natural inner product between vec
tor fields and exterior differential forms. Applying 
(1. 3) to (1. 2a) and (1. 2b) and defining the function on 
T*(R") XR, F=X J 0', we equate coefficients of the in
dependent 1-forms in (1. 2b) to obtain 

xxi = _ FpI + 1)GI>I + BIG, 

X/>I = Fxl + PIF. -1)(Gxl + PIG.) - AIG, 

X·= F+ PIxxl = F- PIFPI + 1)P I G'1 + BipIG, 

and from (1. 2a) we find 

XJdG=GIxxl+G X'I+G Y·=tG x 1>1 u" ,>, 

(L4a) 

(10 4b) 

(10 4c) 

(l.4d) 

where the superscripts on the vector field X denote its 
component, L e, , 

X =xxla 1+ x'ia + x·a (l.4e) x 1>1 •• 

Now, inserting (1. 4a)- (1. 4c) into (1. 4d), we obtain a 
linear first-order partial-differential equation for the 
function F which immediately yields the system 

dx l 
_ du_ ~ _ ' 

dT -Gpl' dT-PIG'I' dT -- (Gxl +PiG.), (1. 5a) 

(1. 5b) 

We recognize that Eqs, (10 5a) describe nothing more 
than the characteristic systeml1• 12 of Eq. (1. 1a). Thus 
the function F has two parts; one determined by Eqs. 
(l.5b), plus an arbitrary function which depends only 
on the characteristic curves of (1. 1a). 

Now the characteristic vector fields.9 in g are those 
which satisfy X J wEI for all w in I. By using the 
identity 

-f (Y J w) = [X, Y] J w + Y J tw, (1. 6) 
x x 

it is easy to ShOW12 that.9 is in fact an ideal in g for 
any ideal of forms I. 

However, in some sense the terms in Eqs. (1. 4) 
proportional to G are trivial, e. g" A, and BI, since if 
we restrict the vector fields to the surface in T* (Rn) 
xR defined by (10 1a), these parts vanish, Indeed we can 
consider all vector fields in (1. 4) which satisfy 

YJ O'=EG, YJda={3G, (1. 7) 

where E and {3 ~re arbitrary 0- and 1-forms, respec
tively, on T* (Rn) x R which are nonsingular near G = O. 
Clearly all such vector fields are characteristic. 
Moreover, by using (1. 3), (l,4d), and (10 6b), it is not 
difficult to show that they form an ideal § in g . Thus_it 
is often convenient to consider the factor algebra g 1.9 ' 
We can always choose A, and BI such that the term 
multiplying G in (10 5b) vanishes in which case we have 

dF =G k' 
dT ..... 
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(10 8) 

In general when G. = 0, (10 1a) takes the standard 
Hamilton-Jacobi form (0.1) and the symmetries are 
determined by an arbitrary function of the characteris
tic strips. In this case the first two of Eqs, (l.5a) are 
just Hamilton's equation of classical mechanics, For 
example, for the free particle in Euclidean space, the 
function F takes the form 

F=FI.)c' - 2p,t, S- 2p2t - qt,p" q). (l.9a) 

The point transformation symmetries are locally 
isomorphic to O(n + 2, 2) as shown in Ref, 14. Now 
g I § admits a Lie algebra semidirect sum 

gl§=gel§ -Bf)I§ (10 9b) 

where g el§ is generated by the contact symmetries 
given by the function F which satisfies the characteristic 
system (10 5a) and (1.8), and.9l} describes the charac
teristics given by the function 1). 

For the remainder of this section we will discuss 
only point transformation symmetries l' c gel § for 
(*). To find them from (1.4), we set A =B, =1)=0 and 
impose the condition 

i 
X;,=O, 

1. e., the transformations on the base space are inde
pendent of Pl' Doing this explicitly for the case when 
G = 0 is given by (*) and using (1. 9c) will determine the 
point transformation symmetries of (*). From this 
analysis one can find that the vector fields span the 
finite dimensional Lie algebra 0(3,2). [In n space and 
1 time dimensions, o(n + 2,2). ] However, to understand 
better the appearance of the Lie algebra 0(3,2) of the 
conformal group, we introduced in Ref. 14 the graph 
W(t,x, S) = 0 of solutions of (*). Then upon computing 
the derivatives Wx+ WsSx= Wt + WsSt=O and introducing 
the Minkowski variables 

(1. lOa) 

we find that W satisfies 

(10 lOb) 

Thus the point transformation symmetries of (*) are 
precisely the conformal transformations of the cone 
(1. lOb). 

This global approach20 has distinct advantages over 
the infinitesimal method: (i) Without much work we have 
reduced the problem to known results; (ii) the geometry 
elucidates the meaning of the symmetries; (iii) we ob
tain certain symmetries which are not connected to the 
identity component of the group and thus are not ob
tainable through infinitesimal methods. However, it 
should also be mentioned that in general it is not always 
so easy to find such a nice geometrical situation in 
which case infinitesimal methods provide the most 
straightforward approach. 

The symmetries of a cone in a pseudo- Euclidean 
space of three dimensions with signature (+, -, -) form 
the conformal group C1• 2 which is a certain factor group 
of the pseudo-orthogonal group 0(3,2). More precisely 
we can conSider the group 0(3,2) as a group of trans
formations in a five-dimensional pseudo-Euclidean 
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space with signature (+, -, - , -, +) which leaves the 
quadratic form 1)~ - 1)i - 1)~ - 1)i + 1Ja invariant. We now 
consider the 5-cone 1),..1)""== 0 and define homogeneous 
coordinates 

(1.11) 

where jJ.:::= 0,1,2. The linear action of 0(3,2) on the 5-
cone given by 

, A 6 1) .. = .. 1)/,. 

with A .. "E 0(3, 2), then induces through (1. 11) a non
linear action on the Minkowski space M =={x"}, which 
we will give shortly. However, it is seen that the action 
of 0(3, 2) on M is not effective. Indeed, there are two 
members of 0(3,2) which act as the identity transforma
tion on M, namely the subgroup Zz ={A E 0(3, 2): 
A1J =± 1J}. Hence, the conformal group Cl,2 - 0(3, 2)/Z2. 

Now the group 0(3,2) consists of four components, 
where the component connected to the identity is 
SOo(3,2)={AEO(3,2): detA=l, AoOA44_A04A40> I}. The 
other three components are obtained by reversing the 
signs of detA and AooA44_Ao4A40. Notice that SOo(3, 2) 
CC1,2. The whole 0(3,2) can be obtained by extending 
SOo(3,2) by two discrete operations P-parity and T
covariant time reversal given by 

P=={XO -xO,xl- _x1,x2 -x2}, 

T={x-o - _xO,x1 -x1,x2 -x}, 

respectively. In terms of (I, x, S), we have 

P=={t - l,x - - x, s- s}, 

T={t - - 2S,x - x, S- - ~t}. 

(1. 12a) 

(1. 12b) 

We will also be interested in a discrete symmetry R ob
tained by combining P with a certain member of 
SOo(2, 1) C SOo(3, 2), namely 

R =={t -S,x - x, S- t}. (1. 12c) 

Finally we mention the well-known inversion symmetry 

(1. 12d) 

It is emphasized that the symmetries (1. 12b)- (1. 12d) 
are nontrivial symmetries of the Hamilton-Jacobi equa
tion (*). Indeed, (1. 12b) and (1. 12c) imply that, given a 
solution S(x, t) of (*), we can use the impliCit function 
theorem and solve for t= t(x, S), which again satisfies 

i, e., is another solution of (*)0 

We now give the group transformations of SOo(3, 2) 
in terms of the original Hamilton-Jacobi variables 
(t,x,S): 

(1) 0(2,1) transformations: 

, Ai + A
1
o+A' 2 

X = ,X ..f2 t+V"2(A t
o-A12)S, 

t'= (AO, + A2,) x+ (AOo+A02+A20+A22)t 
12 2 

+ (AO 0 + A20 - AOz - A 2
Z)S, 
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S' = ,{AO,- A2d X + (AOo+ ADZ - A20 - A22) t 
2/2 4 

.@°o- A02- 1\20 + A22) S 
+ 2 ' 

where Ai
j EO(2,l), i,j=O,1,2o 

(2) Translations: 

x'=x+a, t'=t+r, 5'+5+<1, 

with a, T, flE R. 

(3) Dilatations: 

x'=px, t'=pt, S'=pS, 

with p> O. 

(4) Special conformal transformations: 

x' =a,l(x, t, S)[x + C1 (x
2 - 4tS)J, 

t' = <1,1 (x, t, S)[t + C.(x2 
- 4tS)}, 

5' = <1" (x, t, S)fS+ C,(x2 
- 4tS)], 

where 

(1. 13a) 

(1. 13b) 

(1. 13c) 

(1. l3d) 

a(x, t, S) = 1- 2C.(- 4C,S + 2C tx + (C.C, - Ci)(4t5 - x2
) 

and Ct , Ct E R. It is mentioned that the speCial conformal 
transformations can be generated by a translation, an 
inverSion, and another translation. 

Now the group action (1. 13) is really only a local 
group since the points where a (x, t, S) vanishes map 
finite points to infinity. Nevertheless, a global Lie 
group can be defined if we consider the "cone" com
pactification of RO, making the manifold homeomorphic 
with the sphere §I 0 Although this is necessary for a 
global Lie group, for our purposes it is more convenient 
to work with the local coordinates (x, t, S), keeping in 
mind that under finite group transformations Singulari
ties can occur. Hence, what we are really dealing with 
is a finite pseudogroup. Although the study of such 
singularities is of interest, we will not consider them 
further here. We only mention that Sard's theorem'3 
guarantees that they form a set of measure zero. 

In what follows we will be interested in two different 
formulations of the Lie algebra 0(3,2). The first is the 
covariant formulation with a basis given by Meb with 
a, b ~ 0, .•. ,4, which satisfy the Lie brackets 

(1. 14) 

On the 1)-space realization used previously the Mab can 
be realized as 1Jailb - 1JbOa. However, on R3 it is more 
convenient to conSider the reaHzation14 [these are the 
point transformations of 10 4 for (*) projected onto R3 J 

X 1 ==iJ" X2==tilt+~xa", x a=t2a t +txa,,+tx2 il s, 

X4 == ax, X5 == til" + ixos, Xg = as, 
X7==~xa,,+sas, (1.15) 

Xs = ~xtal + (tS+ t x2)il" + ~xsas, 

x 9=tx201 +Sxa,,+Sil s• Xl0:::=~XOI+So". 

It is not difficult to see that the generators Xl, ••• ,X7 
form a subalgebra of 0(3,2). In fact this subalgebra is 
maximal and generates the subgroup of soo(3, 2) which 
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leaves a lightlike two-plane invariant. It has the struc
ture gl(2, R) 31w, i. e., the general linear algebra with 
the Heisenberg-Weyl subalgebra as an ideal. However, 
we will be more interested in the subalgebra formed 
by the generators Xi>." ,Xs whose structure is SI 

- sl (2, R) :J1 w. This algebra generates a group known as 
the Schrodinger group 51 since it is the group which 
leaves invariant the Schrodinger equation for a free 
particle in one space and one time dimension. 14,21,22 
The existence of the Schrodinger group 51 as a sub
group of 0(3,2), or more generally14,23 5ncO(n+2,2), 
emphasizes the close connection between the Schro
dinger and heat equations on one hand and the Hamilton
Jacobi equation on the other. The subgroup 51 will play 
an important role in what follows. It is also seen that 
the discrete symmetry R given by (1. 8c) provides us 
with another Schrodinger subgroup 5 b conjugate to 51> 
through the mappings Xl -Xs, X 2 -X7' X3 -X9' 
X 4-X4, X 5-Xl0 , Xa-Xa. 

Rather than write down the commutation relations 
explicitly for the generators (1.15), it is mOre con
venient to express them in terms of generators M~b 
satisfying (1. 14), viz., 

M l0 = - (l/i2)(X5 + 2Xl0 ), 

MzO=Xz -X7' 

M30 = (1/ZI2)(X1 + ~s - 2Xs - 4Xs), 

M21 =- (1/i2)(X5 - 2X10), 

M31 == i(X4 + 4Xs), 

21.132 = (l/ZI2)(XI - txs + 2X3 - 4X9), 

21.140 = (1/2Y2)(XI + ~s + 2X3 + 4Xs), 

21.141 = t(X4 - 4Xa), 

21.142 = (l/2Y2)(XI - txs - 2Xs + 4X9), 

M43 ==XZ+X7• 

(1. 16) 

Now we are interested in the orbit structure of 0(3,2) 
under the adjoint action of the conformal group Cl ,2. In 
fact this problem has been solved in several places4,24,Z5; 
however, in none of these are the results in a form 
particularly suited for our needs. As will be seen in the 
next section, for the purpose of separation of variables 
the subgroup 51 plays a distinguished role. Therefore, 
we want to pick orbit representatives which are mem
bers of the Lie algebra sl of 51 if possible. The proce
dure we use to do this is to notice that every member of 
0(3,2) stabilizes a timelike, spacelike, or lightlike vec
tor. Of course, specific elements may stabilize more 
than one type of vector. We then study each case 
separately by looking at the adjoint action of the stabili
ty subgroup and picking orbit representatives in SI when 
possible. When this is done, we must then check for 
conjugacy under the full Cl, Z group, again picking mem
ber of sl when possible. In this way we obtain a com
plete set of orbit representatives emphasizing which are 
conjugate to members of sl and which are not. 

We begin by classifying the orbits of sl' Now in the 
case of the linear Schrodinger equation treated in Refs. 
Z and 3, the orbits of the factor algebra of sl by the 
central element Xs were considered. The reason for 
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this is that for all linear equations it is convenient to 
think in terms of diagonalizing operators and from this 
point of view Xs is irrelevant. However, in the case of 
nonlinear equations one cannot always diagonalize 
operators in this sense. Instead, we can construct 
relative invariants, 26 i. e., if the infinitesimal genera
tor X is a symmetry of the differential equation (1. la), 
we can construct the graph j(xi, U~i, u) "" 0 of a solution 
u which satisfies X J dj =Xj = O. In the special case 
when (1. 1a) is a linear equation, this is equivalent to 
diagonalization of operators in the factor algebra as 
long as we consider general orbit representatives which 
include the central operators. The case at hand should 
illustrate the point. Thus we are interested in classify
ing orbits in sl under three particular groups: (i) the 
Galilei group G1 extended by dilatations, D 'i9 G1; (ii) the 
Schrodinger group 51; (iii) the full conformal group C1,z. 
The first group D:? Gl is of particular interest since 
this is the geometrical group closely associated with the 
separation of variables. That is, two coordinate system 
which differ by dilatations of (x, t), or by Galilei trans
formations, essentially look the same. In Refs, 2, 3 
there are some inconsistencies concerning this point. 
Conjugacy under 51 and Cl,2 are of interest for obvious 
reasons. 

The orbits of sl under D Sl Gl are 

Xl ±XS, X 2 +aXS, Xs±Xs, X l +X3 +aXS, 

X l -X3 +aXS , X l ±X5, X3 ±X4 , 

XI> X 3, X 4, X 5, X s, 

(1. 17) 

where - <0 < a < 00, We will discuss the connection of 
these orbits with the separation of variables of (*) in the 
next section. 

Under 51 we gain the type of equivalences discussed 
in Refs. 2, 3, viz., 

Xl ± Xs, Xz + aXs, Xl + X3 + aXs, 
(1. 18) 

Xl + X 5, Xl> X4> X s, 

where again - 00 < a < cO. In both the above cases a = 0 is 
a degenerate orbit. 

Under the full conformal group C1,2 the orbits of Sl 

become 

X l ±XS, Xz+Xs, X l +X3±XS, X l +X5, 

Xl + X 3, Xz, Xl' 
(1. 19) 

Thus under Cl,2 we can dilate a to ± 1 using X 1 , and inter
estingly enough we find that X4 is on the same orbit as 
Xl - Xs through a rotation generated by X5 - Xl0• Again 
the last three entries in (1.15) correspond to degenerate 
orbits. 

Now we wish to clasify the orbit structure of 0(3,2) 
under the conformal group. As mentioned previously we 
first classify the one-parameter subalgebras of the sta
bility subgroups and then later take into account conju
gacy under the full ct. 2 • 

A. Timelike 

We take the vector (1,0,0,0,0) for which the stability 
subgroup is 0(3,1) generated by the rotations {MZ1> 21.131 • 
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Md and the boosts {M41 , M42 , M43}. The one-parameter 
subalgebras are well known, 27,28 and, using (1.16), we 
have the orbits 

M21 - (X5 - 2X10), M43 =X2 + Xi' 

MS2 + M42 - (XI - txs), (1.20) 

M21 + aM43 - (X5 - 2X10) + a(X2 + X 7), 

where here 0< a < 00, Our conjugacy is under 0(3,1) and 
not just the connected component SOo(3, I). 

B. Spacelike 

We choose the vector (0,1,0,0,0) for which the sta
bility subgroup is 0(2,2) generated by {Mzo , M30' M40' M32 , 

M 42 , M4S}' Here it is convenient to employ the well-known 
Lie algebra isomorphism 0(2,2)-0(2,1)$0(2,1), where 
$ is a Lie algebra direct sum. Explicitly, we construct 

.rs = t(M40 ± M 32 ), 

K! = t(M4a ± M20), 

K~ = t(Mao ± M42 ), 

(L 21a) 

which can be seen to generate a commuting pair of 
0(2,1) algebras which satisfy 

[J3,K2J=Kz, (JS,K2]=-Kh [KhK21==-Ja. (L21b) 

To find the orbits of this 0(2, IrE!? 0(2, 1)" under 0(2,2), 
we first notice that the 0(2,1)" is conjugate to 0(2, It by 
a discrete transformation in 0(2, 2) [explicitly in terms 
of our model this is the transformation R given by (1. Be) 
combined with certain dilatations in SOo(2, 2)J. Thus we 
have the usual one-parameter subalgebras of 0(2, I)'. 
Then we must find the nontrivial extensions of these or
bits by the orbits of 0(2,1)". This is done by the method 
of the Goursat twist as discussed for example in Ref, 
2B. Finally one checks for conjugacy of the extensions 
under 0(2,2). Accordingly, we find the orbits 

J3+aJ3-XI +X3 +a(Xs+Xa), 

-1<a<1, a;l<O, 

J3+aKj-XI +X3 +aX7, O<a<"", 

J; ± (Jj + Ki) - XI + Xa±A;" 

Kj + (J3 + Ki) -X2 +Xs, (1. 22) 

J; + Ki± (J3 + Ki) -XI ±Xs, 

J;-XI +Xs, Kj-X2' J;+Ki-XI• 

In arriving at (1. 22) we have taken full advantage of the 
dilatations in 0(2, 2) generated by X z and X 7 to remove 
some of the annoying constants which multiply the vari
ous X's in the expression in (1.16), 

C. Lighttike 

We choose the vector (0,0,0,1,1) for which the sta
bility subgroup D 81 E(2, 1) is generated by the 0(2,1) sub
algebra {M2I , Mia, M20}, the translations {Mal + .11141 , 
MS2 + .11142 , Mao + M40}, and the dilatation M43• Again we 
use a modified Goursat twist28 method to find the non
trivial extensions of the 0(2,1) subalgebra (mOdified 
since the ideal is solvable rather than Abelian). In order 
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to simplify the notation, we introduce J 3 = M2j , K j == 21120 , 

K2 == M IO which satisfy (1. 17b), for the Abelian subalge
bra PI = MSI + M41> P2 = M32 + M42, P s = Mso + M40, which 
transform as the deSignated components of an 0(2, 1) 
vector, and D==M48 which commutes with 0(2,1) and 
satisfies [D, P..1 == - Pl' We thus obtain the following or
bit representatives: 

Js+aD-XS-Xl0+a(X2+X7), O<a<oo, 

J a + Pa-XI + Xs -XjO' 

K I +bD-X2 +aX7, -l-"'a-"'l, 

K j + P2 -Xz -X7, 

Ja+Kz +D-X2 +X5 +X7• 

J s+ Kz + PZ-X1 +Xs, 

P2 -X j -X6, P3 -Xj +XS, 

P2 + Pa-XI> D-X2 +X7• 

(1. 23) 

Again we have made use of the dilatations in D ~ E(2, 1) 
to simplify the operators in terms of the X, s. 

Now in order to obtain all orbits of 0(3,2), we only 
have to check the above results for conjugacy under the 
full C j

•
2• Since we have already done this for the 51 sub

algebra, we can restrict our attention to the remaining 
cases. Indeed for the timelike case we can use dilata
tions to adjust some of the constants appearing in (1. 16), 
and we see that all of the orbits (1. 20) also appear as 
orbits in the other two cases. In fact, there are no fur
ther simplifications due to conjugacy other than identi
fying those orbits which appear in both cases. We have 
collected our results in Table I, indicating in which of 
the three cases the various orbits appear as well as 
which are members of the Schrodinger subalgebra 51 as 
well as its maximal proper extension g1(2, R) 81 w in 
0(3,2). 

2. SEPARATION OF VARIABLES 

For the purpose of separating variables in (*) it is 
more convenient to use the equivalent homogeneous 
equation 

W;+ WWt=O (2.1) 

obtained from (*) by the substitution S=lnW, We are in 
general interested in R -separability, that is, we look 
for a transformation of coordinates 

(2.2) 

Vb V2 E R, where F and G are once differentiable real 
functions, such that the solution of (2.1) takes the form 

(2.3) 

where Q can not be written as the sum of functions of 
the single variables unless it vanishes. It is clear that 
a solution of (2.1) of the form (2.3) implies a solution 
of (*) of the form 

S == Q(Vl, vz) + InA (vI) + InB(v2). 

We proceed by conSidering the cases Q == 0 and Q * 0 
separately. First, it is convenient to introduce a notion 
of equivalence. Two coordinates will be said to be equiv
alent if they can be related by a member of the group 
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TABLE 1. Orbits in 0(3,2) classified under Cl , 2. t, S, l denote 
respectively timelike, spacelike, and lightlike. 

Orbit Representative Type Remarks 

Xt+EXS t(E=-l),s,l E=±l,O 
X 2+X6 s 

sl X 2 s,l 

is 
X l +X5 I 

!p X t +XS +EX6 s E = ± 1, 0 

~ X 2+aX7 t(a=I},s,l -1:Sa:51 

"" X l +XS+aX7 s O<a<oo 
~ X 2+X5+X7 l 

X t +X5 -X1O l 0 

X S-XlO +a(X2+ X 7) t, l _ O:5a<"" 
X t +X3+a(X6+X~) s -1:5a:51, a'" 0 

D '6l Gj discussed previously. We also consider any two 
systems to be equivalent if they differ by a constant mul
tiple, i. e., (Vb V2) - (vj, v2) if (vj, v~) == a (vt. V2), Q 

constant. 

A. Pure separability, Q = 0 

Rewriting (2.1) in terms of the coordinates vI and 
v2, we obtain 

au WI + a12 WI W2 + an W~ + a1 WWl + az WW2 == 0, (2.4) 

whereau==(GJD)2, a12==-2G1GJD2, aZ2==(G/D), at 
==- F2/D, a2==F/D, D==FtG2- F2Gt. and the subscripts 
on W, G, F indicate differentiation with the respective 
variable. The conditions for separability can be further 
subdivided into two cases: 

(i) aj2 * 0: This is only possible if W is an exponential 
in one variable, say v2, and the coefficients depend only 
on the remaining variable Vj_ Upon redefining the vari
able Vt this gives rise to coordinates of the form t=V2 
+ h(vt), x =vt. where h is an arbitrary function of vI. 
These coordinates describe nonorthogonal coordinate 
axes and always give rise to exponential solutions. We 
will not consider these any further in this article. 

(ii) an = 0: Without loss of generality we can take Gt 
= 0 and hence t == V2. By multiplying (2.4) by .Fi we can 
take the coefficients as all = 2, at == - F j F2, and a2 == Fi. 
The conditions for separability are then 

F1=/(Vl)g(V2), F j F2 =h(Vl), (2.5) 

with/, g, and h arbitrary functions of their respective 
variables. By redefining the variable vt. the conditions 
(2.5) imply 

F=VtP(vZ)+q(V2), PP2==a, PQ2 = f3, 

where a and f3 are constants. Without loss of generality 
we can put q=O, and we find two cases: 

(1) a =0, x=vt. f=vz, 

(2) a*O, X=V1V2j/2, t=vz. 

B. R-separability, Q *- 0 

We now wish to classify all coordinate systems for 
which (2.1) admits solutions of the form (2.3) for non
trivial real function Q. The appearance of the Q will 
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give rise to a factor ao we added to Eq. (2.4). We now 
only consider the case aj2 =:0 0 and we obtain, preceeding 
as. before, the nonzero coefficients 

al1 == 1, al==2Qt-F1F2, az==F1
2, 

ao = Q~ + Fl (F1Q2 - F 2Ql)' 

The condition for separability then gives 

F 1
2 ==/(Vl)g(V2), 2Ql- F 1FZ=h(vtl, 

Ql + Fl (F1Qz - F 2Qj) = f(Vt)g(v z) + P(Vl), 
(2.6) 

where again/, g, h, p, q are arbitrary functions of their 
denoted variables. By suitably redefining the variable 
vl> we have from the first of Eqs. (2.6) 

F==vlu(V2) + W(V2) 

and from the second 

Q = tvruU2 + tVjuW2, 

Then from the third equation in (2.6), a straightforward 
computation yields 

U
3
U22 =A, 

U
3W22 =B, 

(2.7) 

where A and B are constants. Now we can integrate the 
first of these equations to give u=(av;+ b)1/2, We con
sider the following cases: 

(1) a==O: We can take u=L Then by using equivalence 
under space translations, Galilei transformations, and 
dilatations, the coordinates can be brought to the form 

x=1Jl±V~, v2=t with Q==±VtV2. 

(2) b == 0: We may take u = v2 and Similarly bring the 
coordinates to one of the forms 

X==VjV2± 11v2, f=vz with Q =tVjZv2vt/2v2' 

(3) alb> 0, a, b '" 0: Using dilatation, we can take u 
= (V22 + 1)//2. Again using Galilei and space translation, 
we find 

X=Vl(vz 2 +1)1/2, t==V2, Q=tVt2vz. 

(4) a, b * 0, alb < 0: Similarly we find 

x==VtI1-vllj/\ t==V2, Q==(E!4)V12v2, 

where E = sgn (1- V2 2
). Thus we have shown that up to 

equivalence under the group D '6l Git there are precisely 
seven coordinate systems such that (2.1) and hence the 
Hamilton-Jacobi equation (*) is separable. Moreover, 
these coordinates coincide with the separable coordinate 
system2 for the Schrodinger equation Un + iU t == 0 and the 
heat equation Uu + Ut = O. The list of separable coordi
nates is presented in Table II, where equivalences under 
the full Schrodinger group is also noted. It is also men
tioned here that the separation of variables for (*) also 
implies the equivalence of the four types of potentials; 
i. e., free particle, linear potential, and attractive and 
repulsive harmonic oscillator. Indeed it is not difficult 
to give explicitly the transformations which map the time 
dependent Hamilton-Jacobi equation with a linear poten
tial, attractive, or repulsive harmonic oscillator poten
tial onto (*). Thus it follows also that their local sym-
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metry groups of point transformations are all isomor
phic to 0(3,2). A closer connection will be seen expli
citly in the next section. 

3. SIMILARITY SOLUTIONS 

In this section we give a systematic treatment of simi
larity solutions of (*) by giving the solution which cor
responds to each of the orbit representatives in Table I. 
~ can then say that any similarity solution obtainable 
from point transformations must be related to one of 
our representative solutions by at most a transforma
tion in C1, 2. Moreover, we will show how the orbits of 
the subalgebra s1 relate to the method of separation of 
variables presented in Sec. 2, or more specifically that 
to each system of separable coordinates (~, T), there cor
responds an orbit representative of s1 such that the simi
larity variable is ~ and the Similarity solution is the so
lution obtained by the separation of variables of (*). In 
this way we will obtain complete integrals of (*). Any 
arbitrary parameter which has been transformed away 
by our orbit analysis can, of course, always be re
instated. As is well known, 11 then, the general solution 
can always be obtained by forming the envelope of any 
complete integral. It seems likely that all known expli
cit complete integrals of (*) can be obtained by group 
theoretical methods. 

More generally let /~I, u) = 0 be the graph of a solution 
u of (l.la) andXEq~; then/iS called a relative invari
ant with respect to X if 

t/=XJd/=X/=O. (3.1) 
x 

For every such f which satisfies (3.1), we can solve im
plicitly for u which when combined with the original dif
ferential equation (l.la) reduces (1.1) to a differential 
equation with one less variable. Any solution u obtained 
in this way is called a similarity solution. 16 It is clear 
in general that in order to specify a unique solution for 
an equation in n independent variables, we must demand 
that / be a relative invariant for n - 1 members X", of g, 
Q = 1, ... ,n - 1. The X",' s need not commute, but owing 
to (3.1) they must form a subalgebra of g. Thus, the 
problem of finding complete similarity solutions relates 
to the problem of classifying all subalgebras of a given 
Lie algebra. 28 The preceeding discussion of Similarity 
solutions has a simple geometriC interpretation. We 

restrict ourselves here to R3. Indeed (3.1) says that for 
any vector field X we construct surfaces in R3 such that 
X lies in its tangent plane at each point. The tangent 
planes to all integral surfaces at a point intersect along 
X, i. e., X defines the characteristics of (3.1). If in ad
dition X is a symmetry of a differential equation as given 
by (1.la), t. describes the infinitesimal dragging of the 
tangent pla~e to an integral surface of the equation (l.la) 
in such a way that the tangent plane lines up with the 
tangent plane of another solution. For a general first 
order equation the possible tangent planes form a one
parameter family which envelops the Monge cone at a 
given point. Now, choosing a tangent plane defined by a 
generator of the Monge cone and X, we are guaranteed 
that, by moving along the curve generated by X, there 
will be a generator of the Monge cone which lies in the 
tangent plane at each point. In this way we describe an 
integral surface which satisfies both (l.la) and (3.1). 
There are two qualifications to be made: First X cannot 
be collinear to the generator of the Monge cone; second 
X must not imply a relationship between the independent 
variables for (1. la). 

Now in the practical computation of relative invariants 
one uses the characteristic equations of a given vector 
field, viz., 

X = ~' (x, u)o:rf + T/(x, u)S", 

then u(x) can be obtained by solving 

dx1 dxn du 
~- ... ------
~ (x, u) - - ~n(x, u) -l1(X, u)' 

In Our case any X E 0(3,2) takes the form 

X = a~, t)o, + b(x, t, S)o:r + c~, S)os, 

(3.2) 

(3.3) 

(3.4) 

where the coefficients can be read off from (1.11). The 
characteristic equations for (3.4) are then 

dt dx 
a~, t) = b~, t, S) 

dS 
c~,S)' 

(3.5) 

Solving any two of the Eqs. (3.5) when combined with 
(*) will then give the similarity solution corresponding 
to the vector field (3.4). 

We now proceed to discuss the similarity solutions 
for the subgroup S 1 and their relation to the separation 
of variables of the previous section. For the Sl subalge
bra we see from (1. 11) that both band c are independent 

T ABLE II. Separable coordinates (*) classified under D ~ C I . Subgroupings indicate equivalence under S I' 

Coordinates 

X=VI' t=Vt 

x~VIVt' t~v2 

X VI+€V2 Z, V2 

X ~ vlvZ + €/v2' t =v2 

X-VIVZ11Z , t-Vt 

x=vtI1-V2211/2, t=v2 

Multiplier 

Q=O 

Q-€VIVt 

Q = VI2V~ 4 - €VI/2v2 
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Operator 

XI +€X6 

X 3+€X6 

XI +€X5 

X 3+€X4 

2X2+aX6 

Xj -X3+ax6 

Xl +X3+ aXS 

Remarks 

€ ~ ± 1, 0 

" 
" 
" 

-oo<a<oo 

€ = sgn(l - V22) " 
" 
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of S (transformations which act linearly on w = e s), and 
a is independent of x. Thus we can integrate the first two 
of Eqs. (3.5) to give the similarity variable ~= ~(X, t). 
Then expressing x as a function of 1; and t, we have 

dS C(:"(T, ill dt (3.6) 
a(x) • 

Integrating along the characteristic 1;, we obtain S as 

S= f. C(x(g, t))dt+ F(!;). 
t-cout a(t) 

(3.7) 

Substituting (3.7) back into (*) yields a first order ordi
nary differential equation for F which can then be inte
grated to give the explicit Similarity solution. 

As mentioned previously, it is the geometric subgroup 
D :0 q b which is relevant for the separation of variables; 
therefore, we consider the orbit representatives given 
by (1.13) for the Similarity solutions. We will see that 
for each orbit in (1.13) the Similarity variable ~ will 
correspond precisely to the variable vl for one of the 
separable coordinate systems listed in Table II, although 
there are degenerate cases. The separation constant 
corresponds to the parameter a in (1.13), i. e., to the 
one-parameter extensions by the central element X 6• In 
some cases the separation constant can be transformed 
to ± 1 or 0 by a member of D i9q 1 which alters only 
slightly the functional form of the solution. We also 
group together those orbits (1.14) and separable sys
tems which are inequivalent under the SchrOdinger group 
51' As in Refs. 2, 3, these systems are denoted by the 
appelations, harmonic oscillator, repulsive harmonic 
oscillator, free particle, and linear potential, since 
they reduce (*) to the time-independent Hamilton-Jacobi 
equation with the corresponding type of potential. Within 
this grouping we label by 1 and 2 coordinates which are 
equivalent under S 1 but inequivalent the subgroup 
D 81 q 1 since they appear differently from a geometric 
point of view. We will give the details for the first case 
only. 

A. Harmonic oscillator 

The separable coordinates are 

~=v1 =x/(l +t2)1/2, T=V2=t. 

Substituting these into (*) and using the ansatz 

S=i!;2T+ F(!;) + G(T), 

we obtain 

~ + i!;2 + (1 + r)G T == O. 

Separation implies 

(1 + r)GT==a, 

(3.8) 

(3.9) 

(3.10) 

(3. 11 a) 

which reduces (3.9) to the time-independent Hamilton
Jacobi equation with a harmonic oscillator potential 

~+i!;2+a=0. (3. 11 b) 

Integrating Eqs. (3.11) and placing into (3.9), we find 

S = i!;2T+ a tan-IT - a sin-l (!;/2..r::-a) 

+ ~r-::a w + !;2/4a)1/2. (3.12) 

From the point of view of similarity solutions it is easy 
to see that the coordinates (3.8) correspond to the orbit 
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Xl + Xs + aXs of (1.13) for which Eq. (3.5) is 

dt dx dS 
i+? = tx = ix2 + a • (3.13) 

The first two of these equations give precisely the vari
able 1; of (3.8), while the first and third [or what amounts 
to (3.7)] gives, integrating along the characteristic ~, 
(3.9) with G=atan-1T. Then substituting (3.9) back into 
(*) gives (3.11b) and hence the similarity solution (3.12). 
We point out that the case a = 0 is degenerate. 

B. Repulsive harmonic oscillator 

(1) The separable coordinates are 

t=Vt=X/!t!1/2, T=V2=t, (3.14) 

Which correspond to the orbit 2X2 + aX6 whose subsidiary 
conditions are 

dt dx dS -==-=-. 
2t x a 

Integrating (3.15) gives 

S=talnT+F(!;), 

which upon substituting into (*) gives 

F/ - t!;Fe +a=O, 

yielding the solutions 

S = ta In T + i!;2 - a cosh-1 (k) 
+(~)1/2~(fa-9 1/2, T>O 

S= talnT- t!;2 - a sinh-1 (~) 

+ (~ y!2 ~ (fa + 1) 1/2, T < 0 . 

Again the case a = 0 is degenerate. 

(2) The separable coordinates are 

l;=Vl=X/!t2-1!1/2, T=v2=t, 

(3. 15) 

(3. 16a) 

(3. 16b) 

(3.17) 

(3.18) 

corresponding to the orbit Xl - Xa + aXs in (1.13) whose 
equations are 

dt dx dS 
7-=1 == tx == ix2 - a . 

Integrating, we obtain 

S= i!;2T+ a tanh-1T + F(l;), 

where F(!;) satisfies 

F/ - i!;2 - sgn(r - l)a = 0, 

leading to the solutions 

r> 1, 
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(3.21) 

As mentioned previously cases (1) and (2) are related 
by a transformation in Sl. The transformation which 
takes (3.21) into (3.17) is given by 

t' _1 + t 21/2X x2 
-1 _ t' x' = (1 _ t)' s' = S + 4 (1 - t) • (3.22) 

It is also mentioned that Eq. (3. 16b) can be cast into the 
form of a repulsive harmonic oscillator by replacing F 
by F± ~2/8. Again in both cases (1) and (2), a = 0 is 
degenerate. 

C. Free particle 

(1) The separable coordinates are 

~=Vl=X/t, T=V2=t, 

corresponding to the orbit Xs +eXs in (1.13). 

The subsidiary conditions (3.5) are 

dt dx dS 
-, = tx = tx2 + e ' 

giving rise to 

where 

F/+e=O. 

Thus we have the solution 

S=h2
T -e/U r-e~. 

(3. 23a) 

(3. 23b) 

(3. 24a) 

(3. 24b) 

(3.25) 

(2) The coordinates are simply the usual Cartesian 
ones ~=x. T=t, corresponding to the orbit representa
tive Xl +eXs whose equations are 

dt dx dS 
1"=0=-;-

giving rise to 

S=et+ F(x) 

with 

F",2+e=O. 
Hence, the Similarity solution is simply 

S=et±0x+c. 

(3.26) 

(3. 27a) 

(3. 27b) 

(3.28) 

Here we allow e = 0 as well as € =:1: 1 so as to include the 
degenerate orbits Xs and Xl' 

D. Linear potential 

(1) The separable coordinates are 

(3. 29a) 

corresponding to the orbit X3 +eX4 with the subsidiary 
conditions 

(3. 29b) 
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which gives rise to 

S=.t!. +tl. _ e
2 

+ F(t) 
4 4 T".4"8"?" ... 

with 

F/ - te~ =0. 

Integrating (3.41b), we find the solution 

S=.t.!.+tl._ e
2 

+1.y'""2Ft3/ 2 
4 4T 48? 3 e... • 

(2) The separable coordinates are 

~=Vl=x-tet2, T=V2=t, 

corresponding to Xl +eX5 with the equations 

dt dx dS 
1"=d=~' 

Integrating, we find 

S=sS.! + e
2r + F(t) 2 12 ., , 

with 

F(2+te~=0, 

giving rise to the solution 

S=t€~T+ne2r + tr-2e" ~3/2. 

(3.30a) 

(3.30b) 

(3.31) 

(3.32) 

(3.33) 

(3. 34a) 

(3. 34b) 

(3.35) 

Again we allow e = 0 as well as :I: 1 in order to include the 
degenerate cases. The group transformation which takes 
(3.35) to (3.31) and (3.28) to (3.25) is 

t'=-l/t, x'=x/t, S'=S-x2/4t. (3.36) 

~t can be seen that this is the square of the transforma
tion (3. 22). 

The remaining orbits in (1.13) and (1.14) are degen
erate in the sense that they give rise to special cases. 
X 4 gives the usual cartesian separation and the special 
solution S=const, where as X5 which is equivalent to 
X 4 under Sh gives the degenerate solution a=O in (3.17). 
A relative invariant of X6 violates the condition that x 
and t be independent (in involution). However, we should 
notice that it does not violate the independence of x and 
z in (**) and thus gives rise to a nontrivial solution. It 
is interesting that under the full conformal group these 
cases are equaivalent to those already discussed. In 
fact under Ct• 2 we have only the four types given by the 
potentials and their degenerate cases as noted in (1.15). 
We can always set the separation constant equal to ± 1 
or O. 

As mentioned previously the subalgebra of 0(3,2) gen
erated by X h • •• ,X7 is maximal and contains Sl' More
over, its structure is gl(2,R)8Jwh but nowXs is not in 
the center. However, we notice from (1.11) that for this 
subalgebra the coefficient b given by (3.4) still has no 
S dependence; hence, we should obtain a similarity vari
able ~(x, t) upon integrating the first two of Eqs. (3.4). 
Indeed this suggests that there may be some type of 
separation of variables not considered in Sec. 2 which 
lead to these solutions. We will now show that this is 
indeed the case. We will only consider orbits inequiv
alent under the full conformal group C1,2; however, we 
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expect that again classifying the subalgebra gl(2,R) -Bw, 
under its subgroup D Z> Gt. will lead to a more geometric 
picture compatible with the separation of variables. 
From Table I we pick out the following orbit represen
tatives of gl(2, R) Z> wl which are not in sl: 

(1) X 2 + aX7, - 1 ~ a ~ 1, a ~ 0: The subsidiary equa-
tions are 

dt dx dS 
T= tea + l)x =as' (3.37) 

The similarity variable is 

(3.3Sa) 

giving the form 

(3.3Sb) 

Plugging (3. 48b) back into (*), we find that F(~) satisfies 

F:2 - ~(a + l)~F: + aF= O. (3.3Sc) 

Thus we see that we have the separation of (*) in the 
form of a product instead of a sum. If we look into the 
separation process in some detail, we will see that the 
conditions for separation involve a coupling between the 
coordinate functions (2. 2) and the separable solution in 
the variable v2 = t. For this reason this type of separa
tion is much more complicated and usually not consid
ered for equations of the kind of (*). However, here we 
are led to these naturally by considering similarity so
lutions. Now Eq. (3. 38c) is a special case of Chrystal's 
equation29 whose solution is given implicitly by 

F
- Ra+l)2 _ J r - r 4 uJ 4a' 

(3. 39a) 

with a * ± 1 and C a constant. For the degenerate cases 
a = ± 1 we have the regular solutions 

F=~(~+C)2, a=-l, 

F=_tC2'f~q, a=1, 

and, for a = 1, the singular solution29 

(3. 39b) 

(3. 39c) 

(3. 39d) 

(2) Xl + Xa + aX7, 0 < a < 00: The Pfaffian equations are 

dt ax dS 
"l"+7 = tx + iax tx2 + as ' 

(3.40) 

which upon integrating the first two of these equations 
gives the similarity variable 

x (1 + it) .. /4 
~ = (1 + f)1I2 1 - it ' 

(3. 41a) 

while the first and third gives 

~2T (1 +iT)-'a!2 (1 +iT)-la/2 
S=-4 -1-' + -1-' F(~), -tT -f7' 

(3. 41b) 

where F satisfies 

F/- ~a~F(+aF+H2=O. (3. 42c) 
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This equation has the form of the general Chrystal's 
equation. 29 Its general solution is given by 

e(u - 2i'f ta) 1*<1/21 (u + 2i'f ta) _1~/2f = C, 

where C is an arbitrary constant and 

F= (~2/4a)(ta2 -1- u2
). 

(3. 43a) 

(3. 43b) 

We mention that (3. 42c) has a singular solution which 
we ignor since it occurs when a is pure imaginary. 

(3) Xz + X5 + X 1: The subsidiary equations are 

dt dx dS 
T=t+x=s+tx' 

which yields the similarity variable 

~ =x/t -lnt 

and the form 

S=%~7InT+t7ln2'T+ TF(~), 

where F satisfies 

(3.44) 

(3. 45a) 

(3.45b) 

F/ - (~+ 1)F( + h + F= O. (3. 45c) 

The general solution of this equation is given by 

(± U -1) exp(± u -1) = cet, (3. 46a) 

where C is an arbitrary constant and 

F= -!-(1 + ~2 _ u2). (3. 46b) 

Thus it is seen that the remaining two cases [(2) and 
(3) above] separate in the product form with an addi
tional multiplier term Q(~, T) present, 

There now remains from Table I only three cases of 
orbit representatives of 0(3,2) which are not in gl(2, R) 
Z>Wt. Of these the first two to be considered are in fact 
closer related to (**). 

(4) X~-X10+X1: The Pfaffian subsidiary equations are 

dt ax dS 
-;--r-=--=r 1-zx t-S "tt' 

(3. 47a) 

or alternatively in terms of z = t - S, T = t + S, we have 

dz ax dT 
l-x=-;-=l 

from which we find the similarity variable 

e = Z2 + (x - 1)2 

and the solution 

T= sin-l [ (x -1)/~] + FW, 
where F satisfies 

eF~+l-e=O, 

giving rise to the general solution 

(3. 47b) 

(3. 48a) 

(3. 48b) 

(3,48c) 

(3.49) 

Clearly this case is related to the separation of (**) in 
polar coordinates. 

(5)XS-X10+d(X2+X7): The subsidiary equations are 

dt ax dS (3. 50a) 
at - ix t - S + ax = ix + as 
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or in terms of z and T 

dz dx dT az::x = z + ax = aT' 
(3.50b) 

From the first two equations the similarity variable is 

(3. 51a) 

while the second two equations give the form 

(
z +ix) 4/21 

T== --. F(~), 
z-tX 

(3.5Ib) 

where F(~) satisfies 

(a2 + I)~2Ft2 _ 2a2~FtF+ a2 F _ ~2 = 0. (3. 5Ic) 

The general solution of this equation is given implicitly 
by 

a (aF+i(a2+Ig2-a2F) *,,/21 
a2 + 1sgn~ = \aF- i(aZ + 1)e _ aZjlJ. 

The case a == 0 is degenerate and leads to 

T==±.x2+z2+C, 

(3. 52a) 

(3. 52b) 

which in terms of S gives a certain translation in Sand 
t of the fundamental solution x 2/4t. 

(6) Xl +Xs +a(Xs +Xg): The Pfaffian equations are 

dt ax dS 
1 + (2 + {ax2 x(t + as) a(l + 52) + {x2 ' 

(3.53) 

We have not been able to find a simple way to integrate 
these equations explicitly. This ends the list of similar
ity solutions for (*). We mention also that it would be 
interesting to see if there is any relation (perhaps of a 
projective nature) between the solutions presented here 
and the semisubgroup separation of variables for the 
graph equation (1. lOb) and hence the wave equation in 
3-space. 4 

Before ending this section we briefly comment on one 
other solution generated by asymmetry, namely the 
general solution generated by the characteristcis. How
ever, since (*) is not quasilinear, this solution cannot 
be written as a Similarity solution. The characteristics 
for any first order equation are determined from the 
Eqs. (I.5a) or equivalently from the characteristic vec
tor fields (1.7). The relative invariant30 obtained from 
the vector fields in!J. / J given by 

is determined by the equations 

ax _ dt _#_ dp_f!!1. 
2p-I-P -0 -0' 

(3. 54 a) 

(3. 54 b) 

giving rise to the general solution of (*) in terms of the 
characteristic stripsll 

S==p2t+Fex- 2pt,P), (3. 54c) 

where F is an arbitrary function of its arguments. In
deed the above analysiS can be made much simpler if we 
use the characteristic ~ ==X - 2pt as an underlying vari-
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able. We can consider (*) to be generated by the ideal 

r==p2+ q ==O, dr==O, 

ax/\ dp+dt/\ dq==O. 

(3. 55a) 

(3. 55b) 

Then clearly ax ==d~ + 2p dt + 2tdP, so (3. 55b) becomes 

d~1I dp+dtll dr==O, (3. 55c) 

which implies the existence of a function V(~,t) withp 
== Vt and r= Vt • Then (3. 55a) implies that it is indepen
dent of t, and thus the general solution is given by 

P == Vt W, (3. 55d) 

which is equivalent to (3. 54c) as long as d~/\ dtif'O. In 
fact, it can easily be seen that VW is equal to F in 
(3. 54c), modulo an additive constant. In the next section 
we will see that (3. 55d) is closely related to prolonga
tions of (*). 

4. PROLONGATIONS 

The concept of prolongation was first introduced by 
Cartanl 8,Sl in his study of what has since been called in
finite pseudogroups. His idea was to obtain and classify 
certain pseudogroups (infinite groups in Cartan's lan
guage) by taking successively higher derivatives of Lie's 
differential equations for finite Lie groups. Indeed a 
classification of certain types of pseudogroups has by 
now been rigorously established, using essentially this 
idea, 13, 32 However, here we wish only to apply the first 
prolongation of (*), that is we take the derivative with 
respect to x of (*) and notice that it gives precisely 
(***). The question that is raised is then what is the con
nection between the symmetries of (*) and (***)? We do 
not intend to give here a full analysis of this question 
but only to point out some interesting relationships. 

Since (***) is a first order quasilinear partial differ
ential equation, the analysis performed in the beginning 
of Sec. 1 applies. We are only interested in the point 
transformation symmetries of (***) since only these can 
be prOjected to symmetries of R2 XR1 with local coordi
nates ex, t,P). Then, using (1.4) and (1.5), we find the 
pseudogroup of point transformations of (***) to be gen
erated by the vector fields (projections onto R2 XR1) 

x == 2Pp1~, t,P)o,,- 2pJf'J(x - 2pt,p)a~ 

+ Fiex, t,P) + x ;;Pl ~ex - 2PI,P) 

+gex- 2pt,P) at> (4.1) 

where ~, Fl, g are arbitrary function of their argu
ments. It is easy to see that the ideall of characteristic 
vector fields of (***) is generated by Fl~,t,p). 

We now look for those members of the symmetry alge
bra q* of * given by (1.4) and (1. 5b) which can be re
lated to a subalgebra of (4.1) whose vector fields when 
proiongedS8 to act on the variables Sand q can be identi
fied with a subalgebra of q *. This prolongation can be 
accomplished through the use of (I.4c) and (1. 4d) and 
give precisely those vector fields in q * for which X", 
xt, and)(P are independent of Sand q. A straightfor
ward computation gives constraints on the vector fields 
(4.1) which imply the existence of a function H~ - 2Pt,P) 
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such that 

(4.2) 

where c is a constant and we USe the change of variables 
P'==p, ~==x- 2pt. The prolongation to the Sand q com
ponents of the vector fields now prl)ceeds via (1. 4c) and 
(1. 4d) respectively. These prolonged vector fields can 
be written 

-1 
X"==2pF (;c,t,P)+cx, 

X' = Fl_ (1/2P)Hp + ct, 

X!==- H", (4.3) 

xq = - 2pH" + E0Ve, t, S,p, q)(p2 + q) 

X S =pZpl{x, t,P) + tpH,- H +cS 

+ E1(x, t, S,p, q)(p2 + q}, 

where Fl is an arbitrary function of its arguments and 
E1 and EO are arbitrary except for being nonsingular, 
at pZ + q = O. Again as in Sec. 1 it is convenient to factor 
these terms out and use (4.3) modulo EO and E1. We now 
consider some explicit examples. 

The first example to be considered is the character
istic collineation given by the arbitrary functions Fi in 
(4.1). For (***) this gives rise to the general solution 

p = f(x - 2pt}. (4.4) 

Now the prolonged vector fields given by ~ in (4.3) will 
generate the general solution of (*) given by (3. 54c) or 
(3. 55d). In fact we can easily identify fin (4.4) with V, 
= Vx in (3. 55d). 

As another example we conSider those point trans
formation symmetries of (*.**) which can be prolonged 
to point transformation symmetries of (*) or vice-versa. 
These can be found by simply demanding the condition 
that the x, t, and S components of the vector fields in 
(4.3) be independent of p and q. Through a straightfor
ward calculation we arrive at a finite-dimensional sub
algebra spanned by the vector fields 34 

Y 1=dt , Y4 =dx , 

Yz=to,+ha,,- iN!>, Y5==tox+~iJ,. 

Y3 = tza, + txo" + (h - tp)d" 

Yr = ixa" + ipo/>. 

(4.5) 

We have used a notation suggested by (1.15); the pro
longation of (4. 5) by adding the q and S components via 
(4.3) gives precisely the corresponding Y's in (1.15). 
Conversely, we can obtain the above vector fields from 
the corresponding ones in (1. 15) (the subalgebra gl(2, R) 
~w 1 by lifting the latter to T* (R2) XR 1 and projecting 
onto a surface with Sand q constant. We notice that Ys 
is missing from (4.5) since Xs projects to the identity 
for constant S, i. e., Ys = O. The structure of the gener
ators (4.5) is gl(2,R)-B~, where az is a two-dimensional 
Abelian ideal generated by Y4 and Y5' Hence the pro
longation process does not conserve Lie brackets. How-
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ever, Xs generates a one-dimensional ideal of gl(2, R) 
29 W, and thus there is a Lie algebra isomorphism be
tween the factor algebra (g1(2, R) :9w}/{Xs} in (1.15) and 
gl(2, R) i9az given by (4.5). Of course, the subalgebra Sl 

- sl(2, R) i9 W of q * obtained by removing X 1 is a central 
extension of the subalgebra sl(2, R) SI az of C; *** obtained 
by removing Y 7 from (4. 5). 

Now there is an interesting connection between the 
similarity solutions of (4. 5) and the corresponding ones 
for (1. 15) given in Sec. 3. Indeed the orbit represen
tatives of gl(2, R) ~ az under the adjoint action of the 
group are , 

Y,+aY7 (a;;. 0), Yl+Y~+aY7 (_oo<a>oc) 

Y1 + Yo, Y2 + Ys + Y7, Yt + Y1, Y1, Yr' 
(4.6) 

Comparing (4.6) with the orbit representatives of gl(2, R) 
2J W in Table I and considering the factor algebra [gl(2, R) 
~wl/{X6}' we see that the only difference is the appear
ance of Yl + Y7 and Yr and the ranges of a in (4.6). This 
is so since X 7 and Xl + X 7 are conformally equivalent to 
X z and X 2 + Xs respectively. Similarly, the differences 
in the ranges of a are explained by conformal equiva
lence. Now the connection of the corresponding simi
larity solutions of (*) and (***) is this: Take the x deri
vative of one of the similarity solutions in gl(2, R) ;9 W 

obtained in Sec. 3 and put p = Ss; then this solution is 
precisely the Similarity solution obtained from the cor
responding orbit representative in g1(2, R) S1az for (***). 
It Should be added that the multiple of Xs for a similarity 
solution of (*) becomes an integration constant for the 
corresponding similarity solution of (***). A simple ex
ample should illustrate the point. Consider the similar
ity solution for 2X2 + Xs given by (3,17). ConSidering 
only t> 0, we find 

(4.7a) 

which is the Similarity solution of (**"') obtained from 
2Yz with proper identification of the integration constant. 
Indeed 

dt dx - dP 
2t=-;-=P 

gives the similarity variable E, =x/tl/2 and 

p=rl/Zj(E,). 

(4.7b) 

(4.7c) 

If we call j= F( and substitute (4.7c) into (***), we get 

2F(Ft( - tE,FH - tF/ = 0, (4.7d) 

which is precisely the x derivative of (3.1Sb). 

More generally, we can consider the entire subalge
bra H cg *** determined by (4.2). Now looking at (4.3) 
we see as before that we must not only factor out EO and 
E1 but also the constant part in the function H, i. e., the 
generator Xs in (I. 15). That this can be done follows 
readily from the form of the generators .in (4.3), namely, 
that the only S dependence of the vector fields in (4.3), 
mod (EO, El), is of the type So s. Then the prolongation 
process defines an isomorphism of H onto the subalgebra 
of g * given by (4.3) modulo the above equivalences. We 
mention that one can find nontrivial Similarity solutions 
for (***) which upon integration give solutions of (*) and 
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that the prolonged vector field corresponding to such 
solutions are vector fields on T* (R2) xR which are not 
the lifts of vector fields on R30 

Finally we make a few comments on the members of 
q * and q *** which are not related by prolongations. For 
example, looking at (1.15), we seen that all the mem
bers of 0(3,2) which cannot be prolonged to members of 
q *** are those vector fields whose components involve 
the variable S. Nevertheless, they yield similarity solu
tions of (*) for which we can determine, in principal, S 
and hence p=S at nonsingular paints, and are guaran
teed that p will satisfy (***). Conversely, from those 
members of g *** that cannot be prolonged to symmetries 
of (*), we can also determine ap through the Similarity 
methods which upon integration with respect to x pro
vides a solution of (*). The problem is from the group 
theoretical standpoint that the prolongation process dis
cussed above no longer gives a symmetry. However, 
they can be interpreted as generalized symmetries since 
they are a symmetry of one equation and give rise to 
solutions of both. In this connection it would be inter
esting to study further the symmetries of the complete 
prolonged ideal of differential forms which contains both 
(*) and (***) and possibly any further prolongations in 
the spirit of Ref. 35. 
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We use the fact that a rather general class of integral transforms---complex linear and radial canonical 
transforms-are equivalent to hyperdifferential operators, to formulate the problem of self-reciprocal 
functions under these transforms as an eigenvalue problem for (second-order) differential operators. We 
thus find the solution for Fourier, Hankel, bilateral Laplace, Bargmann, Weierstrass-Gauss and 
Barut-Girardello transforms. These involve the SchrOdinger attractive and repulsive harmonic oscillator 
and/or centrifugal potential wavefunctions. A general concept of "self-reproducing" functions is introduced 
which includes all of the above plus linear potential wavefunctions. In particular, two new generalized 
bases for Bargmann's Hilbert space of analytic functions are found. 

I. INTRODUCTION 

A function j(x) will be said to be self-reciprocal under 
an integral transform T", [defined through integration 
over an interval nC1R with a kernelA",(x,x ' )] when 

(TMj)(x)=f dxIAM(x,xl)j(x')=:Aj(x), ;\..Ea:. (1.1) 
D 

This corresponds to the eigenfunction problem for the 
operator TM• The cases we are interested in include the 
well-known cases of the Fourier1 and Hankee trans
forms, as well as the bilateral Laplace, 3 Bargmann, 4 

Weierstrass-Gauss5 (which represents the time evolu
tion of the solutions of the heat equation), and Barut
Girardell06 transforms. These constitute special cases 
of a class of integral transforms termed canonical 
transforms7

,8 which will be described in Sec. II. 

The functions which are self-reciprocal under the 
Fourier transform are well known,9 while some proper
ties of functions self-reciprocal under Hankel trans
forms have been analyzed in the work of Hardy and 
Titchmarsh. 10 Further results on the Hankel self
reciprocal functions and the consideration of the (uni
lateral) Laplace transform and some of its variants has 
been presented in a series of papers by Indian mathe
maticians. 11 The solution we present to the problem 
(1. 1) makes use of the observation that, for the class 
of canonical transforms and j E C:; [the intersection of 
the space C ~ and the space of functions for which the 
integral (1.1) exists at least in a generalized sense], 
one can realize TM as a hyperdifferential operator 

(1.2) 

where T is a continuous parameter which for certain 
values yields the particular transforms mentioned 
above, and H W is a second-order differential operator, 
self-adjoint in L 2(n). Clearly, the solution of the eigen
value equation 

HWif>~(x) = iJ.if>~(x) (1. 3) 

solves (1.1) with A=exp(iTiJ.). 

When T is a rational multiple of 11 and the spectrum 
A W =: {iJ.} of H W is discrete and integer-spaced (cases of 
Fourier and Hankel), the spectrum A",={;\..} of TM will 
consist of a finite number N", of values of unit modulus, 
and will divide the space C;, into subspaces 5 ~ of self-
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reciprocal functions labeled by the eigenvalue A. The 
functions spanning each of these spaces will be the sub
sets of eigenfunctions if>~ with iJ.:; iJ. mod N",. When the 
usual closing procedure is implemented, the S~ become 
Hilbert spaces. This is applied to the Fourier and 
Hankel transforms in Secs, III and IV. When the spec
trum A wand hence A", are continuous, the generalized 
eigenfunctions of H W will still provide the self-recipro
cal functions of (1.1). This is the case of the bilateral 
Laplace and Bargmann transforms analyzed in Secs, V 
and VI respectively. The case of the Bargmann trans
form is particularly interesting since its generalized 
self-reciprocal functions (the repulsive quantum oscilla
tor wavefunctions), being orthonormal (in the sense of 
Dirac) and complete in L 2(1R) are so too, in the same 
sense, in the Bargmann-Hilbert space4 J B [of entire 
analytic functions of growth (2, 1/2)1, This generalized 
basis is new and adds to the known harmonic oscillator 
and coherent-state4

,12 bases of J B' The results for the 
Weierstrass-Gauss and Barut-GirardeUo transforms 
are sketched in Secs. VII and VIII, As for the general 
case of the complex linear7 and radial8 canonical trans
forms, we explore the generalized "self-reproducing" 
functions in Sec. IX. These include, beSide the func
tions studied before, the Airy functions. 

II. CANONICAL TRANSFORMS AND THEIR 
HYPERDI FFERENTIAL REALIZATION 

To every complex unimodular 2 x2 matrix M = (~ ~) we 
associate the integral transform T", given as in (1. 1) 
with the kernel 

A",(x, x') = (211 I b I )-1/2 rpb expGb (ax '2 - 2x' x +d~})' (2, la) 

rpb=exp[-(i/2)(11/2 +argb}], (2,lb) 

which we call the canonical transform, 7 

When a, b, c,d are real,13 TN can be seen to be a uni
tary mapping from L 2(R) onto L 2(1R), while if these 
parameters are complex, the resulting transform [when 
bounded: for Im(a/b) >0 and b real if a==O] is a unitary 
mapping between L 2(1R) and Hilbert spaces J", of analytic 
functions defined through the scalar product over the 
complex plane, for J= T",J and g= T",g, 

(1. g)", = fit diJ.M(x) f(x)* g(x), (2.2a) 
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dJ..LM(X) == 2(211V)"1/2 exp[2~ (ux2 - 2xx* +U*X*2)]dRex d Imx, 

(2.2b) 

u=a*d -b*c, v==2Imb*a. (2.2c) 

The functions fix) in the spaces JM are characterized 
as j'{x) == exp(- ux2 /2v)lB(x), where IB(x) are elements in 
the Bargmann-Hilbert space. 4 The transform inverse 
to (1.1) is given by 

fix) == (T;?)(x) = Ie dJ..LM(X')Aix', x)*j(x'). (2.3) 

For the transforms we are interested in, we can 
identify the following: 

(Fourier) J==exp(i7T/4) TF , F==L~ ~), 

(Bilateral Laplace) L == iffi T L' L == (~ J), 

(Bargmann) .8=(211)1/4 TB , B== A- c: -J), 

(2.4b) 

(2.4c) 

[with the specific choice of phase ±i==exp(±i11/2)] 

We will find it useful to define the geometric transform 
as 

TG(~,c J)(x) = eB
/

2 exp[tie 8cx2Jj(e Bx), 

G(fJ, c) =(:-6 ~B)' 
which can be obtained from the general case (2.1) 
letting7 b - O. 

(2.4e) 

These results and their derivation are found in Ref. 
7, where we also analyze the behavior of the measure 
(2.2) when v- O. We should point out the novelty that 
in our treatment the Weierstrass-Gauss transform' 
becomes a unitary transformation between Hilbert 
spaces with a conserved scalar product and a proper 
inversion. One more result which we can extract from 
Ref. 7 is the fact that, when two transforms TMl and TN2 
are bounded, their composition (through integration 
over JR) follows the product of the matrices MIM2 =M3 , 

so that T M 0 TM = cp T M , where cp is a phase (± 1) depend-
1 2 3 

ing on 1-2 matrix elements of the M/s. Notice, how-
ever, that it is not necessary that a transform JM be 
bounded in order to have a nonvanishing domain eM 
dense in L 2(n). This remark applies to the case of the 
bilateral Laplace transform, which is unbounded. 
Finally, we should stress that, while all (bounded) 
transforms are unitary mappings between L 2(n) and JM' 
when seen as mappings between L 2(n) and L 2(n), the 
transforms TM with complex Mare nonunitary. 

In Ref. 7 it was shown that for fEe;, the integral 
transforms (1.1)-(2.1) are equivalent to the action of 
the hyperdifferential operator~. (1.2). Specifically, for 
the one -parameter subsets which contain the transforms 
(2.4), 
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(
COST - sinT) Hh=H-~+x2) generating. , 
SlOT COST 

(2.5a) 

w=H-~-x2) generating (CO~hhT -sinhT) (2.5b) 
-sm T COShT ' 
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(
1 -1') Hf = - ~~ generating 0 1 ' 

where 2 
d 

~= dx2 • 

(2.5c) 

(2.5d) 

Thus, the Fourier transform can be written in hyperdif
ferential form (1.2) with Hh as given by (2.4a) and 
T = - 7T/2, the Laplace and Bargmann transforms with 
Jr as (2.5b) and T=-i11/2 and i1T/4, respectively, while 
the Weierstrass-Gauss transform appears with HI as 
(2. 5c) and T=2it. This last case is commonly known. 5 

Finally, the generators of geometric transforms (2.4d) 
are first-order differential operators which can be 
seen to be, for the f3 parameter, 

d • (d 1 ) . (e- T 0) H = -I \x dx + '2 generatmg 0 eT , (2.6a) 

while for the y parameter it is Simply 

h 2 generating G ~). (2.6b) 

In Ref. 8 we conSidered the "radial part" of a special 
n-dimensional version of the transform (2.1). This 
class of integral transforms have the form (1.1) over 
the interval n == lW (the positive half-axis), while the 
kernel, instead of (2.1), turns out to be 

A1k1(X, x') == b- 1 exp( _ ik1r)(XX,)1/2 

eXP[2i
b (ax J2 +dx2)f:lll-1(xx'lb). 

(2.7) 

As before, for a, b, c,d real, 14 (1.1)-(2.7) is a unitary 
mapping from L 2(R+) onto L 2(JR'). As particular cases 
we have the following transforms: 

(Hankel) H1k J=exp(ik1T)T'P, F==C~ ~), (2.8a) 

(Barut-Girardello15
) qlkl= 71k!, B= ~ (:i ~i). 

(2.8b) 

These transforms can also be put in hyperdifferential 
form (1.2) for functions in C;!kl' For the Hankel trans
form, the operator Hhlkl has the form (2. 5a) with T 

= - 1T/2 and the Barut-Girardello transform, (2.5b) with 
T==i1T/4 but, instead of (2.6), the "radial" operator ~ 
is in these cases 

A!kl_L_ (2k-1)2_1/4 • 
~ - dx2 .r (2.9) 

The parameters of the transform kernel (2.7), when 
extended to complex values, define a unitary map from 
L 2(R+) to spaces Jl: 1 with a scalar product which corre
sponds baSically to the radial part of the kth spherical 
harmonic part of (2. 2). ThUS, the "radial part" of an 
n-dimensional Bargmann transform is the Barut
Girardello transform and similar "radial Weierstrass
Gauss" transforms, for example, can be constructed. 

III. SelF-RECIPROCAL FUNCTIONS UNDER THE 
FOURIER TRANSFORM 

The results presented in the last section allow us to 
state that the eigenfunctions of Hh in (2. 5a), namely the 
quantum harmonic OSCillator wavefunctions 
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q,~(X)=(.,r/22·n!)·1/Zexp(-XZ/2)Hn(x), n=O,1,2, •• • 

(3.1) 

will be self-reciprocal under the Fourier transform 
(2.4a). This is a well-known fact9 which will clearly 
illustrate our method. Since the spectrum of Hh is 
iJ.=n+t, n=O,l,2, ... , then 

(Jq,~)(x) = exp(- i1m/2) q,~x). (3.2) 

Equation (3.2) allows us to split C; (and its closure 
L 2(JR)] into four subs paces S~, for.:\ = 1, i, - 1, or - i 
(recall that J4 = 1). Each of these subspaces is gener
ated by the set q,~ with n=(O,1,2, or 3) mod4 respec
tively. Clearly, the intersection of two different 5 x's 
is empty, while the union of the four is L 2(lR). The 
raising and lowering operators 

2-1/Z [x_..iL]<I>h(x)=(n +1)1/2<I>h (x) dx n ",1 , (3.3a) 

2-1/2 [X + ..iL]<I>h(x)=n1/ 2<I>h (x) dx" "-1, (3.3b) 

are n-independent and will thus map the 5, to 5>.' 
rotating the I\. plane counterclockwise and clockwise by 
rr/2. 

IV. SELF·RECIPROCAL FUNCTIONS UNDER THE 
HANKEL TRANSFORM 

Here we follow the general procedure as in the last 
section. It is well known that the normalized eigenfunc
tions of (2. 5a) with (2.9) are 

<I>h[~J(X)=( 2n! \ 1/2 exp(_XZ/2)x2~-1/2L(2H)(x2) 
n r(n +2k) I "' 

n=O,1,2, ... , xER'. (4.1) 

The "radial" Schrodinger harmonic oscillator with 
centrifugal potential wavefunctions, for k?- 1, (4.1) is 
the only set of eigenfunctions, while for 0 < k < 1 we 
have more than one self-adjoint extension of (2. 5a)
(2.9) in R', one of which still has the eigenfunctions 
(4.1). The spectrum is iJ. =2(n +k) with n=O, 1,2." and 
thus 

(4.2) 

exactly as in (3.2) and splitting the space 5[~J in 5[:J 
(.:\=1 or -1) generated by <I>~(~I with n=(O or 1) mod2, 
respectively, as before. 

The n-independent differential operators which raise 
and lower the index n in (4.1) will similarly rotate the 
A plane. From the raising and lowering operators for 
the upper index of the Laguerre polynomials, we find 

~ + 21< :1/2 _ d~)q,~(k!{x)=2(n +2k)1/2 <I>:lk.21(x), 

(4.3a) 

(x + 2" : 3/2 + d~) <{)~[kJ(X) = 2(n +2k + 1)1/2<{)~[k-2J(X), 

(4.3b) 

which will thus map 5~kl onto 5~k"2J, i. e., self-recipro
cal functions of the Hankel transform of index k to index 
k±2. 
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The characterization of the self-reciprocal functions 
under the Hankel transform with either eigenvalue .:\ 
thus seems almost trivial and certainly simpler than 
that presented in Refs. 10 and 11. 

V. SELF-RECIPROCAL FUNCTIONS UNDER THE 
BILATERAL LAPLACE TRANSFORM 

The bilateral Laplace transform can be realized 
through the hyperdifferential operator (1. 2) with ex
ponent (2.5b), the quantum repulsive oscillator Hamil
tonian, and T= -irr, on a suitable function space. The 
eigenfunctions of (2. 5b) are the repulsive oscillator 
quantum eigenfunctions 

<I>:"(X)=C" D f ,,_1/2[±v'2exp(3i1T/4)x], IJ,ER, xEJR, 

(5.1a) 

C,,=2-3
/

4 7T- l r(_iiJ. +t)exp[-h1T(i/J. +t)l, (5.1b) 

where Dv is the parabolic cylinder function. (See Ref. 
16, Eq. (2.22) for their computation; the method closely 
follows that of Miller et ai., Ref. 17. J The spectrum of 
H' covers twice the real line, so iJ. E Rand q,:' and q,~
are mutually orthogonal and a generalized basis for 
L Z(R). Our statement is now that (5.1) are self-recip
rocal under the Laplace transform and that, due to 
(2.4b), 

(5.2) 

The statements (5.1)-(5.2) can be made more trans
parent with the use of the technique of Ref. 17, of trans
forming them to simpler operators on the same orbit 
under the group as that generated by (2. 4e). For this it 
is sufficient to notice that TL in (2. 4b) [ as well as the 
Bargmann transform Ta in (2.4c), next section] is on 
the same orbit as the dilatation transformation (2. 4e), 
that is 

TMJLTM~=TGH'/2.0)' Mo=: ~ G -~) (5.3) 

(where Mo represents the square root of the inverse 
Fourier transform, as M~=F-1). Equation (5.3) can be 
verified by simply multiplying the corresponding 2 x2 
matrices. Now, the generalized eigenfunctions of H4 in 
(2.6) are 

(5.4) 

with eigenvalue iJ. E JR. As (5.3) ooids, we have that 

<{)~'(x) = (TMl <I>~' )(x). 
Q 

(5.5) 

The generalized orthonormality of the set (504) and its 
completeness for L 2(lR) is known from the theory of 
Mellin transforms, 3 and from here the same statement 
follows for their unitary transforms (5. 1) whose direct 
verification is far less straightforward than for (5.4)0 
The action of transform (5.3) is that of dilatation by a 
factor e8 =exp\-irr!2). On the basts (5.4) this is clearly 
seen to be 

(T G (-1< / 2,0 )<I>~%)(X) == exp( - i rr/4) q,~'[exp( - i 7T/2)x 1 
== exp(lTJ.,L12) <{)~·(x). (506) 

From here and (2.4b), Eqo (5.2) follOWS. 
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One point which merits brief consideration is the 
following fact: (<<1>:0, <I>~a') = li(j.! - j.! ')1500, (0' = ::1:), under the 
ordinary scalar product on the real line. This implies, 
through the parse val identity for the Laplace transform, 
that for the scalar product 

f
l~ 

(/,g)L= 2~ dX' j(x)*g(x) (5.7a) 

-I~ 

the same generalized orthogonality relation holds, 

(<1>:0 , <I>:~) L == exp( 7Tj.!) 15 (j.! - j.! ,) 000" (5.7b) 

Completeness does not hold, however, as the transform 
is only isometric. 

VI. SEL F-RECIPROCAL FUNCTIONS UNDER THE 
BARGMANN TRANSFORM 

The Bargmann transform4 is closely related to the 
bilateral Laplace transform, as it has the same gener
ating operator (1.2), namely in (2. 5b). The value of the 
parameter T is here i7T/4. Indeed, we can point to the 
fact that B2 = L -1 through (2. 4b) and (2. 4c). This can be 
verified easily through integration. The self-reciprocal 
functions (5.1) of the Laplace transform will thus also 
be self-reciprocal under the Bargmann transform. With 
the proper constants from (2. 4c) we have that 

(B<I> :*)(x) = (2 7T)1/4 exp( - 7Tj.!/4)<I>:'(x). (6.1) 

This result can also be derived by noting that TMoTBTM~ 
= TG (!</4,O) where Mo is given by (5.3), and repeating 
the argument of the last section. Finally, direct verifi
cation through integration18 is also possible. As B-2 == L 
this proves the result for Laplace transforms as well. 

Now, use of the Parseval identity for Bargmann 
transforms and the unitarity of the transform, informs 
us that the set <1>:' is a complete, orthonormal general
ized basis for the Bargmann space J B of analytic func
tions. Recall that the better-known bases for Barg
mann's Hilbert space are the denumerable ("harmonic 
OSCillator") monomials, i. e., powers of x, and the 
overcomplete coherent-state basis. 4

,12 The repulsive 
oscillator basis can now be added to the list. The 
orthogonality relation (5.7) amounts to the same state
ment for the J L space. On similar groundS, at the end 
of Sec. IX we will show that the Airy functions can be 
used to construct another such generalized basis. 

VII. SELF-RECIPROCAL FUNCTIONS UNDER THE 
WEIERSTRASS-GAUSS TRANSFORM 

For the Weiserstrass-Gauss transform we can use 
the eigenfunctions of (2. 5c) and (2. 5d) (recalling that 
the spectrum of this operator covers twice the positive 
half-axis), and choose 

which has eigenvalues ~ j.!2 as an appropriate basis. The 
exponentiation (1. 2) with T == 2it then yields 

(U;t<l>t>(x)=exp(-/L2t)<I>~(x) (7.2) 

which is a well-known property of the heat equation 
Green's function. 5 Thus the functions (7.1) also provide 
a generalized orthogonal basis for the corresponding 
spaces ]w

t
' 
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A "radial" Weierstrass-Gauss transform for the 
matrix W, in (2.4) with a modified Bessel function in the 
kernel (2. 7) would have its self-reciprocal functions 
given by the eigenfunctions of - ~~!~l in (2.9), viz., 

<I>~(~J(x)=(j.!X)I/2J2H(f.LX), xEJR', /LEJR' (7.3) 

with eigenvalue ~ f.L2. An equation identical to (7.2) for 
these transforms follows. These functions will be used 
below. 

VIII. SELF-RECIPROCAL FUNCTIONS UNDER THE 
BARUT -GIRARDELLO TRANSFORM 

The Barut-Girardello transform 6 has the integral 
kernel (2.7) which stems from (2. 8b) generated by 
(2.5b) with ~ given by (2.9). The generator is the quan
tum repulsive oscillator Hamiltonian with a centrifugal 
potential. Its eigenfunctions are 

<I>:!~J(x) == C ~X-l/2M i"/2.~-l/2( - ix2), X E it·, j.! E it, 

(8. la) 

c~ =2 0 ,,-U/2 7T-l/2r(k +ij..t/2)exp[i1T(-itJ.,t +k)Jlr(2k), 

(8.lb) 

with eigenvalue /J., where MOte is the Whittaker function. 
These functions can be found through the technique of 
Ref. 17, parallel to that of (5.5) through the use of the 
appropriate kernel (2.7). Since T==i1T/4, as stated be
fore, it follows that 

(8.2) 

Remarks similar to those made in Sec. VI can be made 
to point out that (8.1) constitutes a new generalized 
basis for the Barut-Girardello space8 ]r; J. 

IX. SELF-REPRODUCING FUNCTIONS UNDER 
CANONICAL TRANSFORMS 

A useful generalization to the concept of self-recipro
cal functions (1. 1) to the class of canonical transforms 
TM , M=(~;) given by (2.0 or (2.7) is to ask for func
tions 1J~(x) such that 

[TM1J:l(x) = C: expi( a Mx2 + 13Mx) 1J~(YMX + OM), (9.1) 

where C!, aM, ••. , 15M are constants. We can call such 
functions "self-reproducing" under T M' This has been 
used in Ref. 19 in order to find the irredUCible repre
sentation matrix elements of SL(2,R) for all subgroup 
reduction chains as well as for the nonsubgroup Airy 
function basis. 20 In Ref. 16 we were able to state some 
general results on separation of variables for a class of 
two-variable parabOlic differential equations through 
exploring relations of the type (9.1), where T,,(t) rep
resented the time evolution of a system governed by 
such an equation. It also allows us, via the unitarity 
of the transform to find new generalized function bases 
for spaces of analytic functions a la Bargmann, as we 
have done with the parabolic cylinder functions in Sec. 
VI. 

The baSic step is to write 

T,,= TG (6,c) H,"', (9.2) 

where TG (6,C) is the geometric transform (2. 4e) and 
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TABLE I. Self-reciprocating functions under canonical transforms of the linear (2.1) or '" R) and radial (2.7) or = JR-) types. The 
table headings refer to the constants appearing in Eq. (9. 1). 

Function I/>~ eM 
IJ. CiM 13M 'YM 15M 

Harmonic oscillator (3. 1) (a2 + b2)-V 4 
(Hermite X Gaussian) IL=n+!, n=O, 1, 2, ••• ac+bd x 1 2(a2+ b2) Radial (k) Harm. Oscill. (4.1) exp(-il'tan-1~ ) 

0 (a2 + b2)t/2 0 

(Laguerre x Gaussian) IL = 2 (n + k), n = 0, It • CI • 

Repulsive oscillator (5. 1) (a 2 _ b2)-1I4 
(Parabolic cylinder) J.l E JR (twice) 

x ac-bd 1 
Radial [k) Rep. Oscill. (8.1) exp~ ill tanh-l~) 2(a2 _ b2) 

0 (a2 _ b2)V2 0 

(Whittaker function) 

Schrooinger free particle (7. 1) a-V2 
(imaginary exponential) IL E JR x c 0 

1 
0 

Radial [k] centrifugal pot. (7.3) exp(-~J.l2~) 
2a a 

(Bessel function) IL E IR-

Linear potential (9.4) a-V2 eXPi(_I'E._ 5b3~ c b 1 b2 

(Airy function) IL E IR a 12a3 2a - a2 a 2a2 

Ht"' == exp(itH"') , H'" being any of the operators considered 
in (2.5) or any other operator in the SL(2,C) orbit of 
one of these. By writing the corresponding 2 x2 matri
ces for the transforms in (9.2), we can easily find /3,c, 
and t in terms of the matrix elements of M through a set 
of coupled algebraic equations. Thus, when cp~ is an 
eigenfunction of H"', the action of H~ is to multiply cp~ 
by exp(ilLt) and that of TGl8 c) is given by (2.4e), yield
ing the form (9.1) for the t~ansform function. 

A Simple example will illustrate the procedure for 
the harmonic oscillator functions <I>~(x) in (3.1), 

[T{al»<I>~ (x~= [T.(O< 0.1) T.(C08t -slnt} <I>:](X), (9.3a) 
cd ] ,. a sint cost 

a=(aZ +b2
)lf2, y=(ac+bd)!a, tant=-b!a. 

(9.3b) 

NOW, the right-factor matrix is generated by (2.5a), 
(see Sec. n!), hence 

[T(~ g) <I>~ (x) = r: dx' AM(x, x') if>~(x') 
=exp(i(n +1/2)t) [T(~"O_l)if>~}X) 
= a- I

!2 exp[i(n +1/2)t JeXPi(2: X2) elf, (:). 

(9.3c) 

Equation (9.3) can of course be verified directly using 
integral tables. The fact that if>~ appears in the integrand 
and in the right-hand side of this equation, has thus been 
given a group-theoretical interpretation. The list of 
self-reproducing functions can then be drawn from the 
eigenfunctions of the operators (2.5) or the "radial" 
ones with (2.9). There is one further extension which 
for economy we have not mentioned at all in this article, 
but which appears in full detail in Ref. 16: The exten
Sion of the sl(2, R) algebra through a semidirect sum 
with a Heisenberg-Weyl algebra w with generators 
x, -id/dx, and 1 to an algebra w-f)sl(2,R). When expo
nentiated to the group WZl SL(2,R), this brings in one 
new interesting orbit generated by Hl=~p2 +Q, i.e., 
the quantum free-fall or linear potential Schrodinger 
Hamiltonian. Its generalized eigenfunctions can be 
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found to be 

<I>~(X}=2If3Ai(21f3[X_ IJ.J), x, IJ.ElR. (9.4) 

Now, in following Ref. 16 to deal with W8> SL(2, R) we 
can add (9.4) to the list of self-reproducing functions. 
In Table I, we summarize the results for the harmonic 
oscillator (3.1), repulsive oscillator (5.1), free (7.1), 
and linear potential (9.4), as well as the radial harmon
ic oscillator (4.1), radial repulsive oscillator (8.1), 
and pure centrifugal (7.3) Schrodinger eigenfunctions. 
It should be noted that the choice of these eigenfunctions 
(rather than the most general eigenfunction of a linear 
combination of these Schrodinger Hamiltonians) is no 
restriction at all, since assume we wish to ascertain 
the self -reproducing formula for a function T All cp~ where 
rt>~ is one of the functions above. Now TAIl cp~ has the 
form in the right-hand side of (9.1). Write (9.2) as 

(9.5) 

where it is as easy to find t' and G(/3', c') in terms of M 
as it was before. Thus, the most general self-reproduc
ing functions under canonical transforms are given by 
TM/P~ where <I>~ appear in the table and have the struc
ture (9.1). Table I can be used for all values such that 
the entries are nonsingular. 21 In particular, the table 
gives the results on self-reciprocal functions found in 
Secs. III-VIII as can be checked by replacing the proper 
matrix elements (2.4) and (2.6) into the six first entries 
of the table. As far as the last entry on Airy functions 
is concerned, it is of interest to point out that the 
Bargmann transform (2.4c) of (9.4), namely 

[B<I>~J(x)=21/21Tlf4expax2 -v'2x + ft- - J..LJ 

xAi(2 5 / 6 x _ 2-2 / 3 _ 21 / 3 J..L), 

constitutes a generalized orthonormal complete set of 
functions for Bargmann's Hilbert space J B' The argu
ment follows that of the <I>';.~ basis in Sec. VI. 
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Spatial coherence of acoustic signals in randomly 
inhomogeneous waveguides-A multiple-scatter theory 

G. R. Sutton'" and J. J. McCoy 

The Catholic University of America. Washington, D. C. 20064 
(R.eceived II May 1976) 

A normal mode theory is formulated for estimating the loss of spatial coherence of acoustic signals 
propagating through a randomly inhomogeneous waveguide. The theory is applicable for experiments in 
which multiple-scatter effects are important provided the rate at which energy is scattered with increasing 
range is limited. Other limitations on the theory require that intermodal scattering between propagating 
and non propagating modes be negligible and that the intramodal scatter of energy within a single mode be 
narrow-angled, when measured in the waveguide plane. The scattering of acoustic signals, of significant 
frequency content ranging upwards from tens of Hertz, by large scale interval wave fields, i.e., wavelengths 
of the order of 1 kilometer or greater, satisfy the conditions for applicability of the theory. 

INTRODUCTION 

The propagation of scalar radiation fields in random
ly inhomogeneous media has been the subject of an in
tense research effort over the past two decades. One 
problem of fundamental interest is an infinite, statisti
cally homogeneous medium characterized by a weakly 
fluctuating refractive index field superimposed on a con
stant background value, i. e., n2(x) =n~[l + e/-l (x)], where 
n% is a constant, !J. (x) is everywhere of the order of unity 
and E« 1. A radiation field is introduced by the state
ment that the intensity across a given plane, say the 
z = 0 plane, is independent of position in the plane and 
is directed normal to the plane in the positive z direc
tion. In the absence of refractive index fluctuations the 
resulting radiation field is given by a plane wave. The 
effect of the refractive index fluctuations can be investi
gated by considering the intensity across a second z 
plane, z> O. Since the refractive index fluctuations have 
been assumed to be statistically homogeneous and the 
intensity at the z =:: 0 plane is independent of absolute 
position, the intensity will be independent of position 
at any plane for which z > D. However, the intensity will 
no longer be unidirectional, as given by a plane wave. 
To describe the intensity at a plane z> 0 a directional 
intensity spectrum is introduced, which may be inter
preted as a spatial analog of the power spectrum of 
random signal theory. The spectrum resolves the inten
sity at the z plane into propagation directions. The pre
diction problem is for a descriptor of this intensity 
spectrum as a function of range, radiation wavelength, 
and the statistics of the refractive index fluctuations. 

The problem of scalar radiation fields in randomly 
inhomogeneous waveguides has received considerably 
less attention than has the infinite medium problem. One 
can view the infinite waveguide as a two- dimensional 
random medium in which there is an infinity of modes, 
some of which can propagate energy and others that are 
evanescent. In the absence of the random inhomogenei
ties the energy in each propagating mode remains in 
that mode. The presence of the inhomogeneities intro
duces a modal coupling, which results in a continual 
transfer of energy between the modes of propagation. 
The analog of the infinite medium problem described 
above is a radiation field at z = 0 that has energy in only 
one mode and is unidirectional. The prediction problem 
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for the intensity spectrum at z> 0 must account for the 
resolutions of the intensity into modes of propagation 
and the further resolution of the intensity, in a given 
mode, into directions of flow in the plane of the wave
guide. In our study we consider this problem. 

Previous research on randomly inhomogeneous wave
guides1- B appears to be limited to the resolution of the 
energy into the several waveguide modes. Furthermore, 
the majority of these efforts have also been limited to 
single scatter treatments of the problem. Thus, their 
results are limited in range as well as in the strength 
of the inhomogeneities. Of the papers that discuss 
multiple-scatter solutions, the present study is most 
closely related to the work of Marcuse. 7 Like 
Marcuse's theory, our development of a theory that is 
suitable in the multiscatter region is based on a range 
incrementing procedure. This technique, which appears 
to have been first used in discussing stochastic scatter
ing by Beran,9 is now used quite commonly. Its applica
bility is clearly limited to problems in which the scat
tering can be described as a forward scattering. Beran 
used it to investigate the infinite medium problem dis
cussed at the outset of this paper for a scattering ex
periment in which "K/lm «1, where"K denotes the radia
tion field wavelength and 1m denotes the smallest corre
lation length of the fluctuating refractive index field. 
We refer to this problem as the optics problem since it 
models the propagation of a laser beam through atmo
spheric turbulence. More recently, Beran and 
McCoy1D-12 used the same technique to investigate prop
agation through a highly anisotropic infinite medium for 
which X/lHm «1 but X/lVM ?: 1. Here lHm is the minimum 
horizontal correlation length and IVM is the maximum 
vertical correlation length. We refer to this problem as 
the acoustics problem since it models the long range 
propagation of a sound beam through an oceanic internal 
wave field. 

The point of departure of our studies from that dis
cussed in the preceding paragraph is founded in the 
motivation. Marcuse's work is directed to propagation 
in fiber optic waveguides, for which the principal con
cern is to estimate the loss of energy to the waveguide 
due to boundary interaction and to estimate the transfer 
of energy among the waveguide modes. The degree of 
spatial coherence of the energy within a single wave-
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guide mode is of little interest. Our principal interests, 
like those of Beran and McCoy, are motivated by ocean 
acoustics experiments in which the spatial coherence 
of the signal is of primary importance for ascertaining 
receiver array gain or receiver array resolution capa
bilities. Our formulation differs from that of Beran and 
McCoy in being a normal mode formulation, whereas 
theirs is a parabolic formulation. Thus, the two formu
lations are complementary with the normal mode theory 
becoming more suitable with decreasing frequency con
tent for the acoustic signal. 

1. DEVELOPMENT OF GOVERNING EQUATIONS 

The waveguide is referred to by Cartesian coordi
nates with the y axis directed normal to the waveguide 
plane, which is taken to be horizontal. The acoustic 
medium is described by a weakly-random sound speed 
field superimposed on a deterministic background field. 
The statistics of the fluctuating field are assumed to 
be homogeneous and isotropic for measurements taken 
in any given horizontal plane. The possibility of statis
tical inhomogeneity for measurements taken over the 
depth coordinate is retained, as is the possibility of 
statistical anisotropy for measurements taken over the 
depth coordinate when compared to those taken in a 
waveguide plane. The background sound speed field can 
vary with y but not with position in the waveguide plane. 
The acoustic field is taken to be harmonic in time with 
circular frequency, w. 

The waveguide with the background medium is 
described by the normal mode functions, Y/(y), defined 
by the eigenvalue problem 

d2 y d/ + (P(y) - 13n Y/ = 0, (1) 

together with appropriate conditions at the waveguide 
face(s). The depth dependent mean wavenumber is de
noted by P = w2 /c 2

, where c/( y) is the background 
sound speed field; the eigenvalue corresponding to the 
ith modal function is denoted by 131, In general, the 
eigenvalue problem will give both a discrete and a con
tinuous spectrum, the continuous portion being required 
to describe any energy leakage out of a waveguide 
formed by a sound speed well. The continuous spectrum 
is understood in terms of lateral waves, the discrete 
spectrum in terms of trapped modes. 

The acoustic pressure field in the random waveguide 
problem, p(x), can be formally represented by 

(2) 

where the summation is over both discrete and continu
ous modes. The PI(r) are termed the modal amplitudes 
and vary with position in the waveguide plane, located 
by the two-dimensional position vector, r. The modal 
amplitudes are governed by the set of differential 
equations, 

(3) 

where 

(4) 
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The two-dimensional Laplacian is denoted by VI, the 
randomly varying wavenumber field by Eli 2(y) /lex). 
Here /l is a stochastic function of poSition of unit vari
ance. Hence, € provides a measure of the "strength" 
of the variations. We assume €« 1. 

The theory is to be formulated in terms of modal 
coherence functions defined according to 

{i\1 (X1, x2, z)} == {P/(X1' z) J>i(xz, z)}, (5) 

where the braces indicate an ensemble averaging. ThUS, 
the coherence function is a spatial correlation function 
taken at two points in the same z plane, where z is taken 
to correspond to the principal propagation, or range, 
direction. For the problem specified in the Introduction, 
i. e., an initial plane wave directed along the z axis and 
homogeneous statistics measured in the x, z plane, the 
modal coherence functions vary with x12 =x1 - X2 being 
independent of absolute position along the x axis. The 
x12 transform {r 1/ (X12 , z)} is termed the modal intensity 
directional spectral density. This function provides 
the intensity resolutions discussed in the Introduction. 

The modal coherence function for Xu == 0, i. e. , 

(6) 

is termed the modal intensity function. It provides a 
measure, somewhat imprecise, of the modal energy 
flux per unit area that passes through the point x1 =xz, z. 
(For the problem posed, {il} is independent of the abso
lute location of Xl ""X2') A more precise measure of 
modal energy flux per unit area would weight the energy 
flux in a direction making an angle 0 with the axis, by 
cosO, to incorporate the proj ection of the unit area 
normal to z onto a plane normal to the propagation 
direction. For the narrow-angled spectra of interest, 
0«1 and the modal intensity function provides a useful 
estimate of energy flux per unit area. 

The more familiar mutual coherence function for two 
points in the same z plane is given by 

{r(X1' Y1' X2, Yz, z)} == {P(X1' Yl' z) p* (xz, Y2, z)}. (7) 

By substituting Eq. (2) into Eq. (7), we can write 

{r (x1 , Y1' xz, Y2, z)}= 6 6 {r /i(X1, X2, z)} Y, (Y1) Y i ( Y2), 
I i 

(8) 

where in writing Eq. (8) we were required to introduce 
cross-modal coherence functions, which are obvious 
generalizations of the {r Ii}' Upon setting Yt = Y2 in Eq. 
(8) and integrating over the waveguide depth, we obtain, 
upon making use of the orthonormality of the YI , 

J {r(xhy,x2,y,z)}dy =6 {1\(xh X2, z)}. (9) 
I 

Equation (9) states that the modal coherence functions 
provide the modal decomposition of the averaged (taken 
over the waveguide depth) coherence for two points 
located along the same horizontal line positioned orthog
onal to z. 

In the range incrementing derivation procedure, we 
divide the waveguide by a series of range planes sep
arated by a distance, ~. Since the problems to which 
the theory is to be applied involve only forward prop-
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agation, we then calculate the modal coherence functions 
at one range plane in terms of those of the plane im
mediately preceding it. The increment Az is taken to be 
small enough to enable use of a single-scatter theory 
for this calculation. Also, in making this calculation, 
we assume the statistics of the Pi measured on any 
range plane to be independent of the statistics of the 
sound speed fluctuations in the interval "in front of" 
the range plane. This is clearly consistent with the for
ward propagation assumption over most of the interval 
if we take Az to be large relative to [HM, the maximum 
correlation length along a line in the horizontal plane. 
Finally, we make a series of approximations to simpli
fy the single~scatter solution to a point at which compu
tationally useful expressions are obtained, Conditions 
justifying the approximations are drawn when the ap
proximations are made and are summarized by Eqs. 
(37). 

Making use of a perturbation solution of Eqs. (3), we 
write the following expression for the cross-modal 
coherence function for two points on the (j + l)Az plane: 

{rij (x-12, (j + l)Az)} 

={r:~)(x-12' (j + 1)Az)}+E26 6 [J J G,(rt. r')Gj(r2, r") 
k I A A 

xU'~J1(r' - r"){f~~) (r', r")}dr' dr" 

+ JAL G, (rl> r')Gk(r', r")u'kkl(r' - r") 
I< 

x{f(O)(r" r )}dr" dr' + f f G*(r r')G*(r' r") IJ ,2 A AI< j 2, k , 

XUjkkl(r'- r"){fl~)(rb r")}dr" dr'] , (10) 

where 

ulikl(r'- r") = {J..I.ij (r') J..I.kl (r")} 

= J J k 2(y')k2(y")cr(x', x") 

X Y! (y')Yj(y')Yk(y")Y1 (y") dy' dy ", (11) 

where 

cr(x', x") ={J..I.(x')J..I.(x")}. (12) 

In Eqs. (10), the area A is the region of the waveguide 
plane between the jth and (j + 1 )th range planes; the area 
A I< is the region between a generic intermediate range 
plane located by z' and the (j + l)th plane. The term 
{f:~)(r', r")} is the cross-modal coherence function, for 
a pair of points not necessarily in the same range plane, 
for the waveguide with no random sound speed varia
tions beyond the jth range plane, Thus, {f:~)} is deter
mined from the cross-modal coherence functions on the 
jth plane by solving a homogeneous waveguide problem. 
Finally, the modal Green's functions, G,(r, r'), are 
taken to be free space Green's functions, given in terms 
of Hankel functions of the first kind of order zero, H~j), 
for ~ real and positive, and by the continuation of H~1) 
for other &t. Real positive i3i define the propagating 
modes of the waveguide. Use of the free space Green's 
function as well as the choice of the domains of integra
tion in Eqs. (10) is consistent with the restriction to 
forward-directed scattering. 

In Eq. (12), cr is the spatial correlation function of 
the randomly varying sound- speed field. The matrix 
UIJkI is a modal correlation matrix defined by this cor
relation function and the modal eigenfunctions. For 
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homogeneous and isotropic statistics for measurements 
taken in a waveguide plane, 

(13) 

As indicated previously, we next reduce the integrals 
in Eq. (10) to more manageable expressions. The first 
simplifications to be introduced are (i) to neglect any 
coupling in Eqs, (10) between propagating and nonprop
agating wave modes, and (ii) to approximate the Hankel 
functions in the G's by their large agreement asymptotic 
representation. We shall see that the strength of the 
coupling between propagation modes depends on the 
magnitude of (3i - i3n, the difference of the modal eigen
values; the larger f3,- i3n, the weaker the coupling. Thus, 
coupling will be strongest between propagating modes, 
with real values for f3~, that may be termed neighbors. 
Coupling between propagating and nonpropagating wave 
modes will be much weaker. It is to be noted, however, 
that this coupling, no matter how small, will act con
tinuously and is to be expected to have significant effects 
over long enough ranges. Our neglect restricts the the
ory to experiments in which these latter ranges are 
very long when compared to those over which the effects 
of coupling between the propagating modes and the loss 
of coherence of the energy within a given wave mode be
come Significant. The justification for approximating 
the Hankel functions by their asymptotic representations 
is that we can neglect the region of integration within 
which the arguments are not large. These regions have 
a linear extent of the order of j3jl. Of the remaining 
length scales encountered in the integral the shortest is 
of order [Hm' Thus, the approximation is valid if i3,lHm 
»1, a restriction that is imposed on the theory. 

Introducing these approximations into Eq. (10), the 
first integral term is written 

2 
I'1)(r r)= i-i31/ 2i31 / 2 
!j 1, 2 81T I j 

x (f exp(i({3,1 rl - r'l - 13/ 1 r2 - r"l )] 
JA A Irl-r'11/2Ir2-r"ll/2 

xcr'~JI(r'- r"){t!~)(r', r")}dr' dr", (14) 

We consider the terms I rl - r'l and I r2 - r" I, write the 
second as (x _x,,)2 [(x _X")4] Ir 2- r"l =Z2-Z" + 2(2 ") +0 (2 ")3' 

Z2 - z Z2 - Z 
(15) 

and note that we can truncate this expression, as it ap
pears in the exponent, after two terms provided, we 
can show that 

{3j(X2 _x")4 «1 
(Z2 - z")3 

(16) 

over the integration region that contributes significantly. 
Thus, if the directional intensity spectrum of the signal 
is bounded by an angle e, the restriction will be satis
fied provided 

/3j84 Az «1. (17) 

This condition is to be interpreted as an upper limita
tion on the size of Az, In a previous study8 we showed 
that the angular spread due to a single intramodal 
scattering is of the order of (i3/ Hmt 1

, when i31Hm» 1, 
Use of this in Eq. (17) together with the requirement 
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that ~»lHM leads to the following condition on the 
relative sizes of the signal wavelength and the sound 
speed fluctuations correlation length scales: 

IHM «1 
f33Am . (18) 

This restriction is less severe than one to be ultimately 
accepted on the theory. 

The truncation of the expression for I r2 - r" I as it 
appears in the denominator, after a single term, is 
justified if 02 «1, a condition that is consistent with the 
others to be accepted. 

With these approximations we write Eq. (14) as 
2 

I:})(rh r2) = 8'/T{3{/2{3}12 exp[i({3j - {3j)z] 

x f f exp[i({3jz" - (3,z')] 

xexp(i[{3,(Xl-X,)2/2(z - z') 

- {3J(x2 - x ")2/2 (z - z ")]) 

x (z - z'r1/2(z _ z")-1/2 

XUfkJl (r' - r"){r!~)(r', r")}dr' dr". (19) 

In writing Eq. (19) we have set zl =z2 =Z. The integra
tion over x" and x' are now accomplished in the manner 
of the saddle point method of integration. (This approxi
mation amounts to use of a geometric theory over a 
range lHM') The lowest order term gives 

(1) E~ [if ,~ II '){rA(O)( , ")} IiJ (rj, r2) = 4{3,{3J Uf/.HV'2, Z - Z ,.Z X12, Z , z 

x exp[i({3Jz II - {3;z')]dz" dz'Jexp [i({3i - {3)Z J. 
(20) 

The first order correction, when compared to the coef
ficient of the exponential in Eq. (20) is seen to be of the 
order of 

(21) 

where L -1 is a measure of the curvature of u'ltJJ{r~~)} 
with respect to x12. For {3, = {3J' which we shall find to 
be the important case, the above is written 

(z' - z")/{3,L2• (22) 

Noting that L ?: IHm and that z, - z" < 1 HM, neglect of the 
first order correction is justified provided 

1 HMi (3,l~m « 1. (23) 

The condition is recognized as a statement that I HM 
falls within the geometric theory range. This condition 
is somewhat weaker than that ultimately accepted on the 
theory. 

To simplify Eq. (20) further requires the approxima
tion that 

{rA(O)(~ , ")} 
Itl V'12,z ,z 

={i\'(x12,j~)} exp(i[{3,,(z' - j~) - {3, (z" - j ~)]). (24) 

Equation (24) essentially neglects diffraction effects 
over a ~ range. The approximation is somewhat 
stronger than Eq. (23) in that it requires 
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{3,,02~« 1. 

Introducing Eq. (24) into Eq. (20) gives 

I}})(xl,X2, (j + 1)~) 

= 4~f{3J {r"'(x12,j~)}exp[i({3f - {3J)(j + 1)~ 
+i({3,- (3,,}j~] ffUfkJJ(x12, Z' - z") 

(25) 

x exp[i({3,. - {3f)Z' + i ({3J - {3,)z"] dz" dz'. (26) 

Introducing sum and difference coordinates we write 

I:}>(x12, (j + l)Az) 

2 A 

= 4~,{3J {rItZ (X12,j Az)} exp[i({3, - (3J){j + 1)~ 

+ i({3,- {3,,)j Az] f f u'''JI (x12, s.) exp[i({3" - {3, + {3} - {3,)P. 

(27) 

Again we make use of the assumption that ~»l HM, 
which enables our uncoupling the regions over which the 
two integrals are to be carried out. The integral over 
PIt is seen to be equal to ~, provided 

{3/t- {3, - {3J - (3, =0, 

and it is seen to be negligibly small if this equation is 
not satisfied. In particular, we note that i = j requires 
that k =l and we write 

21) A 

1:1> = E rt {3ka'/t(x12){rk.t(x12,j~)}Az, (28) 

where 

- 1 f"" u'k(xd= 2{3,{3/t 0 U'kIIt(x12,S,,)cos[({3,,- {3,)s"]ds,,. 

(29) 

Equation (28) indicates that the first series on the rhs 
of Eq. (10) does not result in coupling the diagonal, 
{ru}, to the off-diagonal, {:pIJ} terms. Coupling of the 
diagonal terms is controlled by (7,,.(x12), which is seen 
to be a spectral representation of the correlation ma
trix, U f"f,,(x12, sIt). Thus, the coupling between diagonal 
terms will fall off very rapidly with increasing I {3t - {3j I 
beyond a value of lit1".. Since the theory requires that 
(3flHm» 1, this conclusion justifies the statement that 
modal coupling will be strongest between neighboring 
propagation modes. 

The reduction of the second and third series proceeds 
in a manner similar to the above. Taken together we ob
tain for the generic diagonal term 

I1j) = - E21)/t,{rfl (x12,j ~)}Uf"(O)Az. (30) 

Thus, in the reduced formulation there is no coupling 
between diagonal and off-diagonal terms. We write for 
the diagonal terms the following system of difference 
equations: 

{rU(x12, (j + l)Az)} 

= {rjf (x12,j Az)} - E
2[{rU (x12,j Az)} E u,,,(O) ,. 

1 _ A • 

- Q E (3kU'" (xd{r ""(x12,)Az)}] Az. (31) 
fJf " 
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This set of difference equations can be approximated by 
a set of differential equations, which we write, 

a{fH~12, z )} 2('" - ){' az =-E ';;' 0',.(0) rjj~12'Z)} 
€2 _ 

+ Q L; J3"O'I,,~d{ru(x12'Z)}, (32) 
fJl II 

The differential equations follow exactly from the differ
ence equations in the limit of az - 0, However, our 
derivation procedure requires az» lm" making this 
final step an approximation. It is similar to the approxi
mation taken in formulating a continuum theory to 
predict the response of a discrete sy~tem, 

Equations (32) is the sought-after scattering theory 
for predicting the modal coherence functions. We can 
immediately use these equations to obtain a formulism 
on {il(z)}, the modal intensity functions, and on iI,c(z)}, 
the coherent modal intensity function given by {rH(oo, z)}. 
We write 

d{lj (z)} 2 P '" _ {~ } ('" _ ){A ] dz =E lftl z..: [3,,0'1,,(0) II/(z) - ';;' 0'111(0) II (z)} 

and 

d{I{(z)} 
dz 

(33) 

(34) 

It is to be noted that a complete formulation is obtained 
in terms of modal intensity functions only for the in
cident plane wave and for statistics that are homoge
neous in the waveguide plane. For beamed Signals or 
for inhomogeneous statistics, {til} will depend on ab
solute position of the observation point along x. For 
such problems the task of determining the energy dis
tribution among the wave modes is coupled to that of 
determining the modal coherence measured at two 
points along the x axis in an inseparable manner, 10,12 

Equation (33) provides a statement of energy 
conservation, 

o J31{i, (z)}=const, 
; 

(35) 

as expected of a theory incorporating only forward scat
tering and neglecting any energy losses. The equations 
on the coherent modal intensity functions are uncoupled 
as expected, since the transfer of energy between 
modes is accomplished by scattering, which will always 
result in a loss of coherence. 

Equations (34) allow an estimate of the rate at which 
energy is being scattered. Thus, the limit of the single
scatter region, i. e., the limiting range over which 
multiple-scatter effects can be neglected, can be es
timated by 

z*=min(E2 "P alll (O)Yl. (36) 

Equation (36) provides the last restriction on the theory, 
az «z*; this restriction is needed to justify use of the 
single- scatter theory over the range increment. Sum
marizing, the derivation procedure requires a range 
increment, Az such that 

IHM« az «min(E2 ~ a lll(O)Yl (37a) 

and 
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(37b) 

2. SOLUTION OF GOVERNING EQUATIONS 

The separation distance, x12, appears in Eqs. (32) as 
a parameter. The set of equations constitute a set of 
constant coefficient ordinary differential equations, the 
theory of which is well established. The general solu
tion of the set of equations is given by a linear combina
tion of solutions of the form 

(38) 

which upon substitution in Eqs. (32) gives an eigenvalue 
problem for a, We write the characteristic equation as 

I [a(x12) - u, -( ~I au (0) ) }iu + (1- OU)~U~12) 1=0, 

(39) 

where 

(40) 

In general, Eq. (39) has N roots, N being equal to the 
number of propagating modes. We denote the roots by 
a<U)(x12) and assume them to be distinct, Nondistinct 
roots introduce no conceptual difficulties. Associated 
with each characteristic value, a(U)(x12), is a charac
teristic vector y/U)(X1Z) obtained in the usual manner, 
The symmetry of the alk~12) provides an orthogonality 
relationship for the characteristic vectors. We make 
their definition unique by a normalization prescription. 

Two limiting propagation experiments can be identi
fied, a coherence dominated experiment, defined by the 
condition that (u ,- U J) »ail> and a mOdal intensity dis
tribution dominated experiment, defined by the reverse 
condition that (01- UJ)2 «aL. For a coherence dominated 
experiment, the determinant of Eq. (39) is approximated 
by one that is diagonal, leading to characteristic values 

a(U)(X12) = (1u,,(O) - auu~12) + L; a",(O), (41) 

and characteristic vectors 

y}") (x12) = 0h' 

,~,. 

(42) 

The first term on the rhs of Eq. (41) gives the rate of 
intramodal scatter, scatter from the u mode; the second 
gives the separation distance over which this intramodal 
scatter correlates; the third gives the rate of intermodal 
scatter out of the u mode. The first two terms are ob
tained for an uncoupled mode theory. The third term can 
be interpreted in terms of an apparent dissipation mech
anism. For a modal intensity distribution dominated ex
periment, the characteristic equation can be approxi
mated by 

I [a~12) -??, 0'11(0)] a'II + (1- 15 11.)alk(x12) l = O. (43) 

All experiments are modal intensity distribution dom
inated experiments for small enough X 12 • For x12 = 0, 
we have 

I reO) - ??, au (0)] I5 lk + (1 - 15111 )0',1/(0) I = O. (44) 

Equation (44) can be directly obtained from the equations 
governing the modal intensity functions, Eqs. (33), 
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Equation (44) has one root given by a<1l (0) = O. This is 
consistent with the energy conserving nature of the the
ory. The components of the characteristic vector asso
ciated with this root are equal. This leads to the con
clusion that the continual scattering of energy will tend 
to an equal distribution of acoustic intensity among all 
the propagating wave modes. While this conclusion is 
intuitively satisfying it would appear to be of little 
physical significance since the range required for the 
uniform distribution of energy is expected to be far 
greater than those in practical ocean acoustic experi
ments. Indeed, we suspect that such ranges are com
parable to those at which coupling between propagating 
and nonpropagating wave modes is significant. The the
ory will fail before such ranges are reached. 

3. APPLICATION OF THEORY TO PROPAGATION 
EXPERIMENTS 

In discussing the applicability of the theory to a real
istic propagation experiment it is natural to first look 
at the several conditions introduced in the derivation. 
For example, Eqs. (17), (18), (23), (25), and (37). 
Appearing in some of these equations are a number of 
environmental parameters and the question of estimat
ing these parameters for a particular medium and 
acoustic experiment arises. Further, the tremendous 
range of size scales for measuring sound speed fluctua
tions in the ocean, from meters or less up to several 
tens of kilometers, would almost invariably indicate 
that the anticipated experiment is beyond the range of 
validity of this as well as any other coherence theory. 
It is important to realize, however, that experience has 
shown the presence of a selection rule in most co
herence experiments. Thus, although the range of en
vironmental size scales may be tremendous, usually a 
much narrower range is actually operative in a given 
experiment. Determining which of the size scales is of 
importance in a given experiment is a task requiring 
some experience with the problem. Using a scattering 
theory such as the one developed here in a "self
consistent" manner can be useful in this regard. In this 
manner, for example, the theory of Beran and McCoy 
would indicate that the most important horizontal size 
scales for controlling the horizontal coherence of 
moderately low frequency acoustic experiments (of the 
order of a few hundred Hertz) over ranges of the order 
of several hundreds of kilometers are of the order of a 
kilometer, with the important range of sizes covering 
somewhere between one and two orders of magnitude. is 

This can be compared to the four or five orders of 
magnitude that one might observe from environmental 
data. 

The theory is equally applicable to the optics prob
lem and to the acoustics problem discussed in the Intro
duction. This is in opposition to the parabolic formula
tions, for which the highly anisotropic theory developed 
for ocean acoustic experiments is distinctly different 
from the isotropic theory developed for atmospheric 
laser experiments. Some explanation of this opposition 
is, therefore, in order. The explanation is that the 
manifest differences of the parabolic formulations would 
exhibit themselves in our normal mode formulation in 
the next step in applying the formulation, namely, re
ducing it to a computational algorithm. Then, for effi-
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ciency, it would be important to consider the sizes of 
the various off-diagonal terms of the determinant in 
Eq. (43). As noted in deriving the theory, the iJ,_ terms 
will, in general, be greatest for i = k ± 1 falling off with 
increasing separation of the integers i and k. That is, 
the intermodal scattering by the large size scale fluctua
tions is confined to neighboring modes, Thus, the non
zero elements of the determinant are banded about the 
main diagonal. In this the isotropic and anisotropic 
theories will be the same. When they differ is that, for 
an isotropic medium (7,_ is relatively insensitive to the 
absolute values of i and k. That is, the rate of energy 
transfer between adjacent modes is relatively insensi
tive to the particular pair of modes. For the highly 
anisotropic medium, on the other hand, (7,_ is strongly 
sensitive to the absolute values of i and k, as can be 
clearly demonstrated, from a Single scatter treatment 
of the local nature of the scattering. 8 The rate of 
transfer between adjacent modes is very much greater 
for the lower order wave modes. Thus, for the aniso
tropic medium the width of the band of nonzero elements 
about the main diagonal will exhibit a very sharp 
shrinkage for i "'k values above some cut-off value. As 
a consequence the energy in the lower order wave 
modes will rapidly be scattered into other lower order 
wave modes with the continual scatter up the spectrum, 
to higher order wave modes, occurring but only at a 
much reduced rate, Indeed, the rate of decrease was 
shown in Ref. 8 to be so great that to an observer at
tuned to the more rapid rate of transfer among the 
lower order wave modes the continued transfer would 
appear to be blocked. A saturation of sorts would ap
pear to occur with inter modal scatter rapidly spreading 
to all of the lower order wave modes and then stopping. 
This saturation is consistent with the highly anisotropic 
parabolic formulation. 
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We explicitly construct the one-parameter family of solutions, 1)(9;V,A), that remain bounded as 9~co 
along the positive real 9 axis for the Painleve equation of third kind 

ww" =(w'i-9- lww'+2v9- I
(W 3 _W) +w 4 _I, 

where, as 9~co, 1) - I-Ar(V+ lIZ)Z-'V9- v
-

11'e -28. We further construct a representation for 
o/(t;v,A) = -In[1J(t/2;v.A)J. where o/(I;V,A) satisfies the differential equation 

1\1" + I -11\1' = (1I1)sinh(21\1)+2v t -1 sinh(I\I). 

The small-9 behavior of 1)(9;V,A) is described for /AI < 7T- 1 by 

1)(9;V,A) - 2u B9u
. 

The parameters CT and B are given as explicit functions of A and v. Finally an identity involving the 
Painleve transcendent 1)(9;V,A) is proved. These results for the special case v = 0 and A = 7T- 1 make rigorous 
the analysis of the scaling limit of the spin-spin correlation function of the two-dimensional Ising model. 

I. INTRODUCTION 

The Painlev~ equation of the third kind is 

111 5 
w" == tv (w,)2 - "9 w' +"9 (aw2 + 19) +yw3 + tv ' (1.1) 

where prime denotes differentiation with respect to the 
variable 9 and a, 19, Y, and 5 are constants. The im
portance of (1. 1) in the theory of ordinary differential 
equations was first discussed by Painleve1 and later by 
Gambier. 2 

In this paper we develop the theory for the one-pa
rameter, bounded (as 9 - 00 along the positive real 
axis), solutions of (1. 1) when the constants Ci, {3, Y, 
and (') satisfy 

Ci (- 5)112 + {3(y)1/2 == O. (1. 2) 

Under the assumption (1. 2) there is no loss in generality 
if we consider in place of (1. 1) the equation 

1 1 2v 1 
w· == W (W')2 - "9 w' + 8 (ut -1) + w - w ' (1. 3) 

where v is a constant. 

If we denote by 11(9;v,;\) the one-parameter family of 
solutions of (1.3) that remain bounded as 9 approaches 
infinity along the positive real axis, we shall prove 

Theorem 1: The function 7) (6; 1I, A) satisfies (1. 3) and 
for sufficiently large, positive 8 and Rev> - t, 
7)(9;v, A) has the representation 

1-11(9;v, ;\) == G(f'v A) 
1 +11(9;v,;\) '" 

(1.4a) 

t == 29, (1. 4b) 

where 

'" 
G(t; v, ;\) == ~ ;\ 2n+1 g2n+1 (t; v), 

n.O 
(1. 5) 
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j .. exp(-ty) (Y-1)" 
g1(t;v) == dy {y2 _ 1)112 Y + 1 ' 

1 

and for n~ 1 

g2n+1 (t; v) == (- 1)" f'" dY1 ••• 
t 

I '" [2 ... 1 exp(- ty/) (YJ - 1) YJ 
X dY2n+1 P.-t (Y~ _ 1)1 2 YJ + 1 

1 

(1. 6a) 

(1. 6b) 

The parameter ;\ is subject only to the condition 1;\ 1 
< R(t) where R(t) is the radius of convergence of (1.5) 
viewed in the complex ;\ plane. Simple bounds on R(t) 
follow from the inequalities of Ref. 3, Eqs. (3.156)
(3.159). The restriction Rev> - t can be lifted in (1. 6) 
by first changing the contour of integration to the con
tour C which is the contour beginning at infinity and 
looping around the branch point at Y = 1. The additional 
factor si01r(v - t) can be incorporated into A. 

It is an important feature concerning the theory of 
the function 11(9;v,;\) that if we define l/J(t;v,;\) by 

(i) 1J(9;v,A)=exp[-l/J{t;v,A)], 1=28, 

(ii) <fI(t; v, ;\) - 0 as t - + 00, 

then we have 

(1. 7) 

Theorem 2: For t sufficiently large and Re v> - t 

where we have 

rJi1 (t; v) == 2g1 (t; v) 

and for n?c 1 

Copyright © 1977 American Institute of Physics 
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FIG. 1. Quantity B(a. 1') as a function of a for various values of 
1'. The slope of B(a. v) at a=O is 2y + In2 +l/I{~ +1'). For I' "'1'* 
"" O. 0245 the slope is zero. For v>v* «1'*) the slope at the 
origin is positive (negative). For 1'=0 the minimum of B(a, v) 
occurs at a"" O. 23. The scale of the figure is too large to see 
the B(a,l') <1 behavior for 1''''' O. For I' <0 B(a,l') vanishes at 
a= 1+ 21'. 

(1. 9b) 

with Y2n+2;: Yi in (1. 9b). Again the restriction Re(v) > - ~ 
can be lifted by using the contour C. To examine the 
analytic properties of 11(8; II,~) and </J(t; v,~) in the com
plex i\ plane, representation (3.38) is useful. 

As emphasized by painleve1 the point 8:::: 0 plays a 
unique role in the theory of the third Painleve trans
cendent. It is the only point in the finite B plane for 
Which a branch point or an essential singular point of a 
solution of (1.1) can occur. Furthermore it has been 
shown1,2 that if 8 = 0 is an analytic point, then the solu
tion is a meromorphic function. Thus it is important 
to examine the behavior of a solution of (1. 3) in the 
neighborhood of 9 == O. It is easy to demonstrate that for 
t - 0 (t == 29) a formal solution of (1. 3) is 

w(t/2) = Bf"{1- vB-1(1- a)-2 t1-a + Bv(1 + a)-2 t1+a 

+ (tv2B-2(1- a)-4 - 1~ B-2(1_ a)-2] t2-2a + O(t2)}, 

(1.10) 

where - 1 < Rea < 1 but otherwise a and B are arbitrary. 

In general a solution that behaves as (1. 10) for t -- 0 
will not re main bounded as t - + 00. When 0 .;; ~ < 1T-1 the 
bounded solution 11 (t/2; II, ~) behaves as (1. 10) for t -- 0 
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but the coefficients (1 and B are now functions of i\ and 
v. Using Theorem 2 we shall prove 

Theorem 3: The solution 11 (t/2;v, i\) has the small-t 
expansion (1. 10) for 0.;; i\ < 1/lT where 

a == O"(i\) == (2/1T) arcsin(1TA) (1. 11) 

and 

B =B(a, v) 

-3a r2«1_ a)/2) r«l + 0")/2 + II) 
== 2 r2«l + (1)/2) re(l - (1)/2 + v) , 

(1.12) 

where rex) is the gamma function. 

In Fig. 1 the function B(a, v) is graphed. Using Theo
rem 3 we can determine the small f behavior of 
11 (t/2; v, i\) for ~ '" 1T-1 (see Sec. IV. I, also the case ~ < 0 
is discussed). 

We conclude our presentation of the theory of the 
Painlevli transcendent 1)(9;v,~) by proving a useful 
identity (0';; i\ .;; 1T-i ). 

Theorem 4: If we define the functions 

(_l)n f ~ f ~ [2n exp(- fYI) 
12,,(t;V) = -- dY1 •• • dYzn n (2 1)1/2 

n 1=1 Yi-
t 1 

(1.13) 

with Y2n+i ;: Yl' then we have 

ifl +1}(8;1I, ~)]1)-1/2(8;1I, i\) exp [["'dX{tX1l-2(X;V, A) 

x [(1-1}2(x;v, i\»2 - (1}'(X;v, )..))2] 

+ 21)(;V, ~) (l-1)(X;II, A»2} ] 

=exp [-t; A2nfzn{2B;V)] ' 

(1. 14a) 

where prime denotes differentiation with respect to x. 
Using definition (1. 7) of the function /fJ(t;v, A) the above 
identity becomes 

coshi</J(t;v,~) exp {t f ~ ds s ~G:r 

+ sinh2/fJ + ~ Sinh2-!/fJ]} == exp [-.t i\2nf2n(t;II)] 

(1. 14b) 

where all </J functions appearing under the integral sign 
are functions of s, v, and X. 

Theorems 1,2,3, and 4 are proved and discussed in 
Sees. II, III, IV, and V, respectively. 

For the special case v == 0 and i\ == 1T-1 these four 
theorems make rigorous the analysis of the scaling 
limit of the spin-spin correlation function of the two
dimensional Ising model carried out by Wu, McCoy, 
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Tracy, and Barouch. 3 It is perhaps not inappropriate 
to describe in some detail how the above theorems fit 
into the work of Ref. 3. However it should be stressed 
that the remainder of this section is irrelevant for the 
mathematical discussion that follows in Secs. II-V. 

If we denote by ~ the correlation length [~ = HT), 
T = temperature, and ~ - 00 as T - T~ where Tc is the 
critical temperature] and by (a 0, oa M, N) the spin-spin 
correlation function for the two-dimensional Ising model 
on a square lattice, and if we further assume for sim
plicity of presentation that the vertical and horizontal 
interaction energies are equal, then by scaling limit we 
mean that limit 

~_oo, R=(M2 +N'2)1/2- 00 

such that 

t==R/~ is fixed. 

(1. 15a) 

(1. 15b) 

In this limit the correlation function (ao, OU M,N) becomes3 

(uo, oU M, N) = R-l 1 4 F. (I) + R-5/ 4F1.(t) + o(W51 4), 

(1. 16) 

where F.(t) and F 1.(t) (these are commonly called scal
ingfunctions) are functions of the single variable t de
fined by (1. 15b). 

In Secs. III and IV of Ref. 3 an expansion valid for 
large t was developed [these results are summarized 
by Eqs. (2.26)- (2.30) of Ref. 3]. The expansion for 
F-tt) is the right-hand side of (1. 14a) of Theorem 4 (for 
X==1T-1 and 11=0) times the factor (2t)1/4 (sinh2/3cEl 
+ sinh2/3aE2)1/S. The expansion for F+(t)/Fjt) is the 
right-hand side of (1. 5) of Theorem 1 (for 11= 0 and 
X == 1T-1). These infinite series expansions are only use
ful for large t. For small t the functions g2n+l(t;v) of 
Theorem 1 behave as 

g2n+l(t;v) =c2n+l(lnf)2"+1 +c2n (lnt)2n + ••• 

(1. 17) 

and Similarly for the functions hn (t; v) of Theorem 4. 

Therefore, to study the small-l behavior of F.(f) the 
representation of F.(f) as an infinite series of multiple 
integrals is not directly the most convenient represen
tation. This representation of F .(0 as an infinite series 
of multiple integrals can be thought of as the coordinate 
space analog of the dispersion integral representation 
of the two-point function. What is needed is a way to 
sum up this dispersion integral representation. 

In Ref. 3 this was accomplished in two ways. One 
way (that of Sec. V) was to develop a separate perturba
tion scheme valid for small t. The other method (that 
of Sec. VI of Ref. 3) was to introduce an integral equa
tion that could be solved in terms of Painlev~ functions. 
This approach led to the representation of F ,.(t) in terms 
of Painlev~ functions (these results are summarized 
by Eq. (2.39) of Ref. 3J. In terms of Theorem 1 of this 
paper F+(t)/Fjt) was shown to be the left-hand side of 
(1.4a) for II = 0 and X = 1T-1 and in terms of Theorem 4 
F -'t) was shown to be the left-hand side of (1. 14a) for 
X=1T-1 and 11=0 times the factor (21)1/4 (sinh2/3cEl 
+ sinh2/3cE2)1/ s. The methods used in Sec. VI of Ref. 3 
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though correct are not rigorous. Theorem 1 of this pa
per rigorously proves that the infinite series represen
tation of F.(t)/Fjt) is simply related to Painlev~ func
tions, and likewise Theorem 4 rigorously relates the 
infinite series representation of F-ttl to Painleve func
tions. Stated somewhat crudely, the Painleve trans
cendents 1)(9;v, x) are the functions that sum the dis
persion integral representation of the two-point func
tions F.(t). 

In light of Theorems 1 and 4 the small-t behavior of 
F,,(t) follows once the small-t behavior of 1)(t/2;0, 1T-1) 

is known. To determine this behavior the analysis of 
Ref. 3 had to make crucial use of the unpublished 
thesis of Myers4 where Painleve functions of the third 
kind arose in the study of scattering from a strip. 
Though Myers' analysiS is rigorous it gives only the 
small-t behavior of 1)(t/2; v, x) for the case v = 0 and 
X == 1T-1• Theorem 3 gives a direct proof (that is, the 
scattering problem is avoided) of the small-t behavior 
of 1)(t/2;v, X). Theorem 2 is essential to prove 
Theorem 3. 

II. THEOREM 1 AND THE FUNCTION G(t; v, X) 

A. Restricted Painleve equation of third kind 

The most general painleve equation of the third kind 
is given by (1. 1) where the constants a, {3, y, and 1'1 

are arbitrary. If we assume that the constants Cl', {3, Y, 
and <5 are restricted so that (1. 2) is satiSfied, then (1. 1) 
can be reduced to (1. 3). To demonstrate this we let 

w(z)=A1)(9), e==Bz, (2.1) 

where z denotes the independent variable in (1.1), and 
A and B are constants that are to be determined. Sub
stituting (2.1) into (1. 1) it follows that 

d
2

1J == 1:. (dll ) 
2 

_ 1:. d1J + O'A 1:. 2 + £ 1:. 
J6l 1) de 0 dO B O'T/ AB 0 

yA2 3 1'1 1 
+ W 1) + A2B2 ~ . (2.2) 

This equation is of the form (1. 3) if we have 

O'A=_£=2v 
B AB 

and 

From (2. 3b) we see A and B are given by 

A 2=(_1'I/y)1/2, B 2=(_1'Iy)1/2. 

In order that (2. 3a) is satisfied we demand 

2/)=0'/(1')1/2 =_ /3/(- 1'1)112 

which is just (1. 2). 

(2.3a) 

(2.3b) 

(2.4) 

(2.5) 

The condition (1. 2) arises naturally in the following 
context. In general if w(9) is a solution to (1. 1), then 
[Aw(O)]-1 is a solution to (1.1) with different a, /3, y, 
and 1'1 (here A is a constant). If we demand that 
[Aw(9)]-1 is a solution for the same 0', /3, y, and 1'1, then 
A is fixed and the parameters 0', /3, y, and 1'1 must 
satisfy (1. 2). From now on we discuss only (1. 3). 

McCoy, Tracy, and Wu 1060 



                                                                                                                                    

B. Function G(t; v, X) 

As stated in the Introduction we denote by 1)(9; v, X) 
the one-parameter family of bounded (as 9 -co along 
the positive real 9 axis) solutions to (1. 3). We associate 
with 1/(9;v, X) the function G(t;v, X) where 

and 

1-1/(9;v, X) 
G(t; v, X) = 1 + 1)(9; v, X) 

t=29. 

(2.6a) 

(2.6b) 

From (1. 3) and (2.6) it follows that G(t; II, X) satisfies 
the differential equation 

G"+~ G'- (1+ 2;) G=G"G2-2(G,)2G 

+ 1 G'G2 + G3 211 G3 (2.7) t -7' 

where the prime denotes differentiation with respect to 
the variable t. 

Theorem 1 states that the one-parameter bounded 
solutions to (2.7) are given by (1. 5) and (1. 6). It is the 
goal of this section to prove Theorem 1. The method 
of proof is to substitute (1. 5)-(1. 6) into (2.7) and ex
plicitly demonstrate that this is indeed a solution. 

We begin the proof of Theorem 1 by establishing some 
useful identities which we state as lemmas. 

c. Preliminary lemmas 

Lemma 2.1: A necessary and sufficient condition that 
G(t;II,X) as defined by (1. 5)-(1. 6) satisfy (2.7) is for 
k=O, 1,2, "., 

k-1 k-I-1 {[ 1 
= L; L; g21+1 g¥(k_l_m>_1 + -t g~(k-l-m>-1 

1=0 moO 

- (1 + 2;) g2(k_l-m>-lJ g2m+l + 2g2(k.,-m>-1[g2l+1g2m+l 

-g~l+lg~m+dl 
(2.8) 

where g211+1 (t; II) are defined by (1. 6) and for k = 0 the 
right-hand side of (2.8) is defined to be zero. 

Proof: Since for t> 0 G(t;II, X) has a finite radius of 
convergence in the X plane we are allowed to equate 
equal powers of X when (1. 5) is substituted into (2.7). 
The precise form of the right-hand side of (2.8) fol
lows by simple manipulations of power series. Clearly 
if (2.8) is true, then multiplication of this equation by 
X2k+l and summing over k reproduces (2.7). 

If we define g2n+l (t; II), n = 0, 1,2, •• , by (1. 6), then an 
alternate representation of these functions for 
n=1,2,'" is 

Lemma 2.2: 
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[
211 1] II 2 

X n (YJ +YJ+lt (Y'Y211+1-1) n (Y21_1- 1), 
Jd J~ 

(2.9) 

where for n = 1 the last product is replaced by unity. 

Proof: (i) n = 1 case 

From (1. 6) we have 

(2.10) 

If we cyclically permute the integration variable labels 
in (2.10), then we can write ga(t;lI) as 

1 foe 1'" foe [3 exp(- tyf ) g3(f;lI) = - 3" dYl dY2 dY3 Ht (y~ _1)12 
1 1 1 

X (~; ~ D ~ YJ ;YM]r(Yi -1)(Y3 + y,) 

+ (Y5 - l)(y, + Y2) + (yj - 1)( Y2 + y3H 

with Y4 =y,. 
(2.11) 

The quantity in the second square brackets in (2. 11) 
can be written as 

(y~ -l)(Ya + y,) + (y~ -l)(y, +Y2) + (y~ -1)(Y2 + Y3) 

= (y, + y2H Y'Y2 - 1) + (Yt + y3H Y'Y3 - 1) 

+ (Y2 + Y3)(Y2Ya - 1). (2.12) 

Using this in (2.11) and writing the three resulting 
terms as one term (again by cyclically permuting the 
labels of the integration variables) we obtain 

(2.13) 

which is (2.9) for n = 1. 

(ii) n = 2 case 

For n = 2 the part of the integrand in (1. 6b) that is 
not invariant under cyclic permutations of the integra
tion variable labels is 

(2.14) 

Under the five cyclic permutations of the labels 
(1,2,3,4,5) the quantity (2.14) becomes the sum of 
five terms, viz. 
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(y~ -1)(yl-1)( Y5 + Yt) + (y§ -1)(y~ - 1)(Yt + Y2) 

+ (y~ - 1)( yf - 1)( Y2 + Y3) + (y~ - 1)( y~ - 1)( Y3 + Y4) 

+ (Yi -1)(Y3 -1)(y, + Y5) 

=:(y~-1)(Y5Yt-1)(Y5 +Yt) + (yl-1)(YtY2 -1)(Yt +Y2) 

+ (y~ -1)(Y2Y3 - 1)(Y2 + Y3) + (y~ -1)(Y3Y4 -1)(Y3 + y~ 

+ (y~ -1)(Y4Y5 -1)(Y4 + Y5)' 

(2.15) 

This can be written more compactly as 

(Y~ -1)(yl-1)(Y5 +Yt) + cyclic permutations 

::::: ( Y; - 1)( Y5Yt - 1)( Y5 + Yt) + cyclic per mutations. 

(2.16) 

If (2.16) is used in (1. 6b) for n::::: 2 we obtain (2.9) for 
n=2. 

(iii) General case 

We write integrand of (1. 6b) as 

[
2n.t exp(- tYI) (YJ - 1) v t] HI (yj_1)iT2 YJ+1 (YJ+YJ.t)-

(2.17) 

where Y211.2 == Yt. The quantity in square brackets in 
(2.17) is invariant under cyclic permutations of the 
integration variable labels. We claim that 

n 2 n (Y2J -1)(Y211+t +Yt) + cyclic perm. 
I.S 

n ( 2 . = n Y2J-t - 1)( YtY2n.t - 1)( Y2n.t + Yt) + cychc perm. J.2 

(2.18) 

From (2.18) the result (2.9) follows. To demonstrate 
(2.18) we first examine that piece of the left-hand side 
of (2.18) which is of degree (2n + 1). There are 2(2n + 1) 
such terms and they are of the form 

yM'" Y~IIY2n'1 + yhl'" Y~nYt + cyclic perm. 

'This can be rewritten as 

y~y~ ••• Y~II+1 Yt + Yh~ ••• Y~n-t Y2n.t + cyclic perm. 

(2.19) 

= y§y~ • •• Y~II-1 Y1Y2n.1 (Y1 + Y2n.t) + cyclic perm. (2.20) 

Now consider the terms of (2.18) that are of degree 
2n - 1. These terms arise by replacing some yL in 
(2.19) by - 1 or Y1Y211.t by - 1. This can be done at n 
places. Thus the second term of the left-hand side of 
(2.18) is 

- [ yM ••• Y~II_3 Y211.t Yt + Y5Y~ ••• Y~II_5 Y~II-1 Y211.t Yt + ••• 

+ yM ••• Y~II-t + yM ••• Y~II-t]( Y2n.l + Yt) 

+ cyclic perm. 

(2.21) 

If one compares (2.20) and (2.21) with the right-hand 
side of (2.18), then one sees both of these terms are 
present. The third term comes from leaving out an ad-
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ditional Y~J-t or YSY2n.t, a term which is again clearly 
present on the right-hand side of (2.18). Continuing so, 
we see that the lemma is proved. 

Our final lemma is 

Lemma 2.3: 

g¥k.1 (t; v) + f g~k+t (t; II) - (1 + 2;) g2M (t; II) 

=2(_1)k foe dYt'" f'" dY2ht 
1 t 

X [2nt exp(- ty) (YJ -1)vJ 
Jc1 (Y1_ 1)tf2 YJ + 1 

XL~1 (YJ+YJ.t)-1] (Y1Ya .C 1) b2(Y~J-1-1) 
k-1 k-I-1 

X6 6 (Y21.t+Y21'2)(Y2k-2m+Y2k+1-2m) 
1.0 m.O 

(2.22) 

with k=1, 2, 3,'" and n~.2(Y~J_t-l) is defined to be 
unity for k = 1. 

Proof: For notational convenience we denote by Lv 
the differential operator 

d
2 

1 d ( 211) 
Lv = fiP + t dt - 1 + T . 

From Lemma 2.2 we have 

L vg2k+1(t;v) 

:::::(_l)k f'" dY1'" f" dY2k.t 
1 t 

(2.23) 

2k+1 exp(- ty) (YJ _1)V 2k 1 
X P.1 (Y1- 1)112 YJ + 1 1r:1 (YJ + YJ.l)- (YtY2k+l -1) 

x J~ (Y~J-l -1) [(Yt + Y2 + ••• + Ya.t)2 

- f(Yt +Y2+'''+Y2k+l)- (1+ ~v)J (2.24) 

We now proceed to integrate by parts the l/t terms in 
(2.24). We first note the folloWing identities: 

Y2M +2v (Y2I_l- 1)V 
(y2 _ 1)17 2 Y + 1 dY2J_t 

2J-t 2J-l 

[ 1 (Y2M - 1) v ( 2 )] 
= d (Y~J-t _ 1)1/2 Y2J-t + 1 Y2J-t - 1 

(2. 25a) 

and 

(2. 25b) 

We write the l/t terms in the integrand of (2.24) as 

1 1 1 1 
- i(Yt + 2v) - i(Y2 - 211) - i(Y3 + 211) _ ... - i(Yu •• t + 211). 

(2.26) 
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The lit part of (2.24) in view of (2.26) is a sum of 
2k + 1 terms. Each term is a (2k + I)-dimensional in
tegral. We integrate by parts a single integral of each 
of these multidimensional integrals. The term we 
choose to integrate by parts is the term with the struc
ture of (2.25). We integrate the factors according to 
(2.25) and differentiate the remaining multiplicative 
factors. The differentiation creates terms of two 
classes. One class of terms will not contain a lit factor 
(these terms come from differentiating the exponential 
factor which brings down a t factor canceling the lit 
factor in front) and the other class will contain an over
all11t factor. We denote by [Lv g2k+t (t;P)]1 that part of 
(2.24) which upon integration by parts in the above de
scribed manner contains no lit factors, and by 
[Lv gZk+l(t;v)]Z the part that contains the lit factor. Thus 
we have 

(2.27) 

We have, carrying out this integration by parts (all 
boundary terms vanish), 

[L v g 2k+1 (t;P)]1 

= (- l)k 1'" dY1'" f '" dYZh1 
1 1 

Z"+l exp(- ty) (Yl - 1) v 2" 1 X If!, (Y~_I)lh YJ+I 21(YJ+YI+1)-(Y1Y2k+1- 1) 

x {( Y1 + Yz + ••• + Y2"+1)2 - (Yi - 1) - (yi - 1) - ... 

- (Y~k+1 - 1) + (y~ - 1)+ (Y~ - 1) + ... + (y~" - 1) - I}. 

(2.28) 

The last factor in (2. 28) can be combined to obtain 

(2.29) 

Comparing (2.27) and (2.29) with (2.22) we see that to 
prove this lemma we must establish 

[Lv g2k+S(t;V)]2 = O. 

We have from the integration by parts 

[L"g2k+1 (t; V)]2 

= f (_1)" f" dys'" f'" dYZ"'1 
1 t 

2hl exp(- ty) (Y1 -1)" [II d 
x f!t (y} _l)lh YJ + 1 ko (~N - 1) dYZJ+1 

k d ] [Zk 
-2]sdy (Y:J- 1) Il(YJ+YJ+1)-1 

J- 2J J-1 
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(2.30) 

(2.31) 

Performing the indicated differentiations 
[Lv g2k+1(t;II)]2 becomes 

[Lv gZ"+l(t; II)]Z 

= f (- l)k f" dys··· f" dYZl+l 
1 S 

211+t exp(- ty ) (YJ - 1) v 211 1 
XI!1 (y~_1)lh y,+l D1(YJ+YJ+S)-

x n (Y~J_S-l)(Y211+1Y1-1) {~ (Y~J+1-1) 
J~ J~ 

x [_ 1 _ 1 + ~Y2J+t ] 
Y21+1 + Y21+2 Y2J + Y2J+1 Y2/+1 - 1 

+ (yi -1) L _1_ + Y21101 ] + (Y~II+1 -1) L Y1 + Y2 Y2k.1Y1 - 1 

x [ 1 + Y1 ] ;; r2y21 - (Y~J-l) 
- Y211 + YZh1 Y2"'SY1 - 1 - J;;t L 

x (Y21_1
1
+ Y2J + Y2J; Y21+') J} . 

(2.32) 

We now claim that the term inside the curly brackets in 
(2.32) is zero. To see this we group the terms in (2.32) 
with common denominators. Thus the sum of terms that 
have the denominator (Y1 + Y2) is 

_1_ [_ (yi -1) + (y~ -1)J =Y2 - Y1 
y, +Y2 

and Similarly for the other denominator factors: 

1 [_ (Y~I+1-1) +yL -1] =Y2J - Y21+1, 
Y2J + Y2J+1 

(2. 33a) 

(2. 33b) 

1 [_ (Y~I+1-1) +Y~J'2 -1J =Y21.2 - Y2J+1' 
Y21., + Y2J+2 

(2.33c) 

and 

(2. 33d) 

As a result of this combination we see that the term in 
curly brackets in (2. 32) becomes 

"-1 10-1 

Y2 - Y1 + J2]1 (Y2J - Y21.1) + 2] (Y2/'2 - Y2/+1) + Y2" - Y2"1 
~ J.1 

+2~ Y -2~ Y + [Y2k+l(Y~-1)+Yl(Y~k+1-1)] 
L.J 2J+l L.J 2J l' 
j-t iD1 Y1Y2"+1 -

a quantity which is identically zero. Hence (2.30) fol
lows and thus the lemma is proved. 

D. Cases k = 0, k = 1, k = 2 

The problem is to show that (2. 8) holds for all k. For 
k = 0 (2.8) reduces to showing 

L"gt(t;lI) = 0, 

where Lv is given by (2.23). That is we want to 
demonstrate 
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f~ exp(- ty) (y -1)" [2 1 
dy (y2 _ 1)112 Y + 1 y - t y-

1 

(2.35) 

This clearly follows by using (2. 25a) in the integration 
by parts of the l/t term. This result is well known. 

For 1,p= 1 (2.8) reduces to showing 

L"g3(till)=2g1(gt-ge). (2.36) 

From Lemma 2.3 we see that 

L"ga(ti ll)=-2 f~ dYl f'" dY2 foe dys 
I I I 

[ 
s exp(- tYJ) (Yi -1) "] 

x !~I (y~_1)l12 YJ+1 (YIY3- 1). 

(2.37) 

Using the definition (1. 6a) of g1(tiV) we see that the 
right-hand side of (2.36) is precisely (2.37). Hence 
(2.8) is true for k=1. 

The case k = 2 is somewhat more involved. This case 
along with k = 3 must have separate proofs from the 
case of arbitrary k (~4) as for k.;; 3 the structure of 
(2.8) is laCking certain complexities that are present 
in the general case. This will become apparent as we 
proceed into the proof. 

However certain general comments concerning (2.8) 
can be made at this point. To prove (2.8) we have found 
it necessary to put the integrands of the integral repre
sentations of the terms appearing in (2.8) into such a 
form that the integrands contain the same number of 
denominator factors. By use of Lemma 2.3 we see that 
L"g2k+l(t;lI) has 2k - 2 denominator factors in the inte
grand of its integral representation. This same number 
of denominator factors occurs in the term 

which appears in (2.8). However the term 
~ -~I-l 

2.j 2;0 g21+1 g2m.1L"g2(k_m_Il_1 
leO Ina 

which also appears in (2.8) has only 2k - 4 denominator 
factors in its integral representation (apply Lemma 2.3 
to L"gZ(k_m_ll_l and use the definitions of gZI+1 and gZm+l)' 
Thus instead of (2.8) we will prove the equivalent 
identity 

k-t k~'-t 

L"gZk+l (ti v) - 2 ~ ~ g2(k-m-Il-1[gzl+l gZm+l - g~/+l g!m+l] 
1=0 m=O 

k-l --/-1 
= 2; ~ g2/+1g2m+I L"g2( __ m_n_l' 

I:r::O mil:O 

(2.38) 

The key to proving (2.38) will be to write the left-hand 
side of (2.38) in a form that contains only 2k - 4 denomi
nator factors of the type (YJ+YM)' Once this is done 
the two sides of (2.38) can be successfully compared. 
The remainder of this section is the proof of (2.38) for 
k=2. 
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Using Lemma 2.2 for g21+1,g2m.l'~I+I' and ~m+l' 
Lemma 2.3 for L"g2k+1' and the definition (1. 6) for 
g2< __ m_I)_1 we can write the left-hand side of (2.38) 
for k=2 as 

1 I_I 

Lvgs - 2 2;0 ~ g2(2-m-Il-I[g21+1g2m+t -gf,+t~m+'] 
1e: m::=O ' 

f C f ~ 5 exp(- ty J) (2'1..::..!)V 
= 2 dY1 .. • dys n (2 1)112 

1 1 J=1 YJ- YJ+l 

(2.39) 

where 

Ls( Y1' ••• ,Ys) 

= (Yl + Y2)(Y2 + Y3)[( Y1Ys - 1)( y~ - 1) - (YSY3 - 1) 

x [Y1( Y3 + Y4 + Y5) -1]] + (Y3 + Y4)(Y4 + Ys) 

x [( Y1Y5 - 1)( y~ - 1) - (YaY1 - 1)[(Y1 + Y2 + Y3) Ys - 1]], 

(2.40) 

where we used the labeling 1,2, •.. , 2l + 1 for g2/+li 
21 + 2, 21 + 3, ... ,2(k - m) for g2(k-l-ml-1; and 
2(k - m) + 1, " .. ,2k + 1 for g2m+1" We note that the 1:= 0, 
m = 0 term is zero. In this expression for Ls we use 
the identities 

(Y1Ys -1)(Yi -1) - (YtY3 -1)[(Y1 + Y2 + Y3) Y5 -1] 

= (YIYs -1)Y3[(Y2 +Ya) - (YI +Y2») 

- (Y1Y3 - 1) Y5(Y2 + Y3) (2.41a) 

and 

(YtYs -1)( yi - 1) - (YSY3 -l)[(Ya + Y4 + Ysb! - 1] 

=(YtY5- 1)yl(Y3+Y4)- (Y4 +Y5)] 

- (Y3Ys-1)YI(Y3+Y4) (2. 41b) 

to rewrite L5 so that (2.39) becomes [note that by (2.41) 
we have factored out one denominator term] 

f ~ f ~ S exp(- ty) (Y - 1) " 
:=2 dY1 H. dYsl:t(y~ _1)dz 0 

t 1 

x {(YY5-1)[~-~+~-~J 
1 Y4+YS Y3+Y4 Y1+Y2 Y2+Y3 

_ Yt(Y3Y5- 1) _ Y5(Y1Y3- 1)} • 
Y4+YS Yl+Y2 

(2.42) 

In the last two terms we make the change of variables 
YI # Y3 and Y3 ... Ys, respectively. Then (2.42) becomes 

t I_I 

LJ)g5-2~ ~ g2!2_m_ll_t[g21+lg2m+1-gf/+lg~m+t] 
1=0 m=O 

f ~ f ~ 5 exp(- tf4 ) (!i.::l) " 
=2 dY1 ••• dy. ,f}t (y2 _l)r y +1 

t t J J 
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A few words are in order to explain this last step. 
Suppose we have 

(2.43) 

1 ~ f ~ 2 exp(- ty) (y 1) v (y ) 
h= 1 dY1 1 dY2 Ddyj-1)172 y~:l ~. 

Making the change of variables Y1 .... Y2 in (2.44), 
this to (2.44) and dividing by two we find 

h=i f~ dYl f~ dY2 ~ ~~p~-l~{/l (Yt:!) v. 
1 1 J 1 YJ YJ 

(2.44) 

adding 

(2.45) 

The result (2.45) was used in the last step of (2.43). 
We now compare (2.43) with the right-hand side of 
(2.38). We have [recall (2.34)] 

1 1_1 

~ ~ g21+1g2m+1 Lvg3_2m_21 =,rlLvg3. 
1=0 m=O 

(2.46) 

Using (2.37) for L vg 3 and (1. 6a) for g1 we conclude that 
(2.46) is exactly (2.43). Thus (2.8) is true for k = 2. 

E. Integral representation of (2.38) for general k 

Before we proceed to the case k = 3, we derive an 
integral representation for the left-hand side of (2.38) 
for general k. If we use Lemma 2.2 for g21+1' g2m+1' 
g~I+1' and g~m+1' Lemma 2.3 for LvgU +1, and definition 
(1. 6b) for g2(k-m-tl-1 and use the labeling 1,2, .•. , 21 + 1 
for g21+1; 21 + 2,21 + 3, ••• , 2(k - m) for g2(k-I-m)-1, and 
2(k - m) + 1, ... , 2k + 1 for g2m+1, we find that the left
hand side of (2.38) can be written as 

k-t k-I-t 

L vg 2k+1 - 2 ~I 0 ~ g2(k-m-ll-t[g2m+tg21+t -~m+1g11+t] 
= meO 

f ~ f ~ 2k+t exp(- ty ) 
= 2(- l)k dY1 •• • dY2k+t IT (2 liff 

1 1 J=1 YJ -

x (Y J - 1) v M (y + Y )-t L ( ) Y J + 1 J.t J J+t 2k+1 Yt>···, Y2k+1 

(2.47) 

with L2h1 given by 
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k-t k-I-1 
+~ ~ (Y21+t+Y21+2)(Y2k-2m+Y2k-2m+t) 

1=1 m=1 

(2.48) 

As in the k = 2 case, the 1 = 0, m = 0 term canceled. 
The first term in (2.48) (the term involving the sum 
~~:11) is the 1=0, m '* 0 terms of (2.38); the second term 
in (2.48) (the term involving the sum ~:V is the 1,*0, 
m = 0 terms of (2.38); and the third term which involves 
the double sum is the 1,* 0, m'* 0 terms of (2.38). We 
write the first term in curly brackets in (2.48) as 

(Y1Y2k+1 -1)(Y~k-2m+1 -1) - (Y2k+1Y2k-2m+1 -1) 

X (Y1 ~ Y2k+1-"2 - 1) 
"2=0 

= (Y1Y2k+1 - 1) Y2k-2m+t (YU-2m+t - Y2k+1) 
2m 

- Yt ~ Y2k+1-n2 (Y2k-2m+1Y2k+t - 1) 
"2-1 

(
2m 2m-1) 

= (YtY2h1 - 1) Y2k-2m+1 ~ Y2k+1-"2 - ~ Y2k+1-n2 
"2=1 "2-0 

2m 

- Y1(Y2k-2m+tY2k+t -1) ~ Y2k+1 .... 2 "2=1 

2m-1 

= - Y2k-2m+1(YtY2k+1 -1) ~ Y2k+1-n2 
"2=0 

2m 

+ (Y1 - Y2k-2m+1) ~ Y2k+1-"2' 
"2=1 

the second term in curly brackets as 

(2.49) 

( 

21+1 

(Y1Y2k+1 -1)(yil+1 -1) - (Y1Y21+t -1) Y2k+1 ~ Yn -1) 
"3"1 3 

= Y21+t (YtY2k+t - 1)( Y21+t - Yt) - Y2k+t (2f! Yn3) (YtY21+t - 1) 
"3=2 

and the third term in curly brackets as 

(Y1Y2k+1 -l)(YLt -l)(Y~k-2m+t -1) - (YtY21+1 -1) 

2'+1 2m 

X (Y2k+1Y2k+1-2m -1) ~ Yn3 ~ Ya+1-"2 -1) 
n3=1 n2=0 

=- (Y1Y2k+1- 1)[Y21+t(yiMm+1- 1)(Yt- Y21+t) 

+ Y2k-2m+t(yi'+1 -l)(Y2Jr+t- Y2Jr-2m+t) 

+ Y21+tY2k-2m+1(Y1 - Y21+1)(Y2k+1 - Y2k-2m+t)] 
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so that L2k+1 becomes 

[21<+1 
k-1 

= ~ (Yl + Y2)( Ya-2m + Y2k-2m.l) 
m" 

X [- Y2k_2m+l(Y1Y2k+1-1) 

k 
n 

"1=2 
"1 ..... - 10.1 

210-1 2m] 
X 6 Ya.l-n2 + (Y1 - Y2Mm.1) "L{. Y2k+l-n2 

"2,0 2"' 

k-1 k 
+ ti (Y2/.1 + Y2/.2)(Y2J1 + Y2k+1) "~2 (Y~"1-1-0 

"In •1 

k-1 k-/-1 
- L; 6 (Y2/+1 +Y2/.2)(Y2k-2m+Y2k-2m+1) 

1=1 m=1 

X n~2 (Y~"1_t-1) f (Y1Y2k'1 -1) 
"1 ..... - 10 .1.1+1 

2/+1 
Y2k.l-n2 + Y2k+1 L; Y"3 

"3=2 

(2.51) 

Frequently when working with the quantity L2k+1 we 
will perform operations upon [2k+l (for instance, sym
metrizing the integration variable labels) that leave the 
value of the right-hand side of (2.47) unchanged. Under 
these circumstances we will use the symbol "=" to 
mean that L2k+1 as given above and the right-hand side 
of the equation have identical values when substituted 
into (2.47). From the context of the equation it will be 
clear when we are using this meaning of "=". 

F. Graphs and L 2k + 1 

It is convenient to develop a graphical representation 
of the various terms that occur in L2k+1• The basic 
factor appearing in (2.47) is the quantity 

2k 
L2k' t (Y1,··· 'Y2k+1) n (YJ +YJ.t)-1. 

J=l 
(2.52) 

We can represent all such terms by the following rules: 

(1) n~~1 (y J + Y J+t)-1 is represented by a straight line 
with 2k + 1 pOints [see Fig. 2(a)]. 
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(2) (YJ+YJ.1) n~=1(YI+Yhl)-1 is represented by a 
straight line with 2k + 1 points and one additional line 
connecting the points j and j + 1 [see Fig. 2(b)]. 

(3) (Y~ - 1) n~:l (y 1 + Y l+t)-1 is represented by a 
straight line with 2k + 1 pOints and a circle centered 
about the jth point (see Fig. 2(c)J. 

(4) YJ n~~1(Y' + YI+t)-t is represented by a straight 
line with 2k + 1 points and a "X" through the jth point 
[see Fig. 2(d)}. 

(5) Suppose we have a term L' which is a part of 
La +t , The order of L' is 2k+1 and by the graph of L' 
we mean the graph of the integrand 

2k 
L' n (YJ+YJ+1)-1 

J=l 

as constructed in accordance with rules (1)-(4), 

Sometimes we wish to multiply some integrand factor 
L' by the factor [". If L' is a single graph, the product 
will be in general many graphs, To illustrate this multi
plication of the graph [' by some other factor [" we 
draw the graph of L I and merely place L' to the extreme 
left. Of course, we may also explicitly draw all the 
graphs corresponding to L' [ " in accordance with rules 
(1)-(4). 

G. Case k = 3 

For k = 3 we write 
2 2-1 

[7 = 6 6 [7(l, m), 
1=0 ,.=0 

(2.53) 

where from (2.51) it follows that 

[7(0,0)=0, 

(0) 

(b) 

(e) 

(d) 

[7(0,1) = (Y1 + Y2)( Y4 + Ys)( y~ - 1) 

X [- YS(YtY7 - 1)(ys + Y7) + (Yt - Ys)(Ys + Ys)}, 

[,(0,2) = (Yl +Y2)(Y2 +Y3)(Y~ -1)[- Y3(Y1Y, -1) 

x (Y7 + Ys + Ys + Y4) + (Y1 - Y3)(YS + Ys + Y4 + Y3)], 

[7(1,0) = (Y3 + Y4)(YS + Y7)(Y~ -1) 

X [- Y3( Y1Y, - l)(Yl + Y2) + (Y7 - Y3)(Y2 + Y3)], 

L7(2, 0) = (Ys +Ys)(Ys + Y7)(Y~ -1)[- YS(YtY7 -1) 

x (Y1 + Y2 + Y3 + Y4) + (Y7 - YS)(Y2 + Y3 + Y4 + Ys)], 

2k I 

I 2 3 4 5 6'2k-1 2k 2k+1 n (Yj+Yj+lf 
"1 

_. C\ (Y'+Yo+/lft' (~'+Y'+f)-I 
I 2 3 4 i-I i i+1 i+2 2k 2k+1 J J i'l J J 

I 2 3 4"'i=!f1;(2k2k+1 (yf-Iln (Yj+Yj+J)-1 

_.-*- ... - 2k I y·n (Y'+Y'+I)-
I 2 3 4 j-I j i+1 2k 2k+1 IJ'I J I 

FIG. 2. (a) Graphical representation of n t1(Y/+YI+1)-1, 
(b) Graphical representation of (Y t Y ~+1)n~1(y1 +YI+1)-1, 
(c) Graphical representation of (YJ-l)n~1(y/+YI.1)-1. (d) Graph
ical representation of Y Jnt~l (y I + Y 1+1)-1, 

McCoy, Tracy, and Wu 1066 



                                                                                                                                    

FIG. 3. (a) Graph of L 7(0,1) 
as defined by (2.54). (b) Graph 
of L!(I,O) as defined by 
(2.54). 

L.(l, 1) = - <:Va + Y4)(Y4 + YS){(Y1Y7 -l)[Ya(Y~ -1) 

>< (Yt - Ys) + Y5(Y5 -l)(Yl- Y5) + YaY5(Yt- Ya) 

>< (Y7 - Y5)] + (YtYa - 1)(Y1Ys - 1)[ Yt (Y6 + Y5) 

+ Yr( Y2 + Ys) + (yz + Ya)( Ys + ys)J}· 

(2.54) 

The graphs of L1(0, 1) and L1(1, 0) are given in Fig. 
3(a) and Fig. 3(b), respectively. From the graphs it 
is clear that L.(O, 1) and L7(1, 0) are equal [in the sense 
of H=" following (2.51)]. 

L7(0, 1) consists of two terms as illustrated in Fig. 
3(a). If we let 1 # 5 in the second term, the integrand 
is antisymmetric and thus when integrated gives zero. 
Hence 

L,(O, 1) = - (Yt + Y2)( Y4 + Y5)(Y~ - 1) Ys (YtY, - 1)( Ys + Y1) 

(2.55) 

and similarly (1 # 3) 

L.(l, 0) = - (Ys + Y4)(YS + y,)(Y~ - 1) YS(YtY1 - I)(Yt + Y2)' 

(2.56) 

Both (2.55) and (2.56) can be reduced further. This 
reduction is essentially the same as that of (2.44) and 
(2.45) [in (2.55) symmetrize 5 .. 6 and in (2.56) sym
metrize 2 .. 3]. Thus L7(0, 1) and L1(1, 0) become 

L,(O, 1) = - t(YtY1- 1)(Yt + YZ)(Y4 + Ys)(Ys + Ys) 

(2.57) 

and 

L,(l, 0) = - t(YtY1- 1)(Yt + Y2)(YZ + Ya)( Ys + Y4) 

x (Ys + Y7)(Y~ - 1), (2.58) 

respectively. The graph of L,(O, 1) is displayed in 
Fig. 4. 

We now examine the term L1(0, 2). There are four 
basic terms in L,(O, 2) and these are displayed in Fig. 5. 

The second graph has the reduction 

- (YtYr- 1)(Yt +Y2)(Yz +Ys) Y3(Y4 +Y5)(Y~ -1) 

- - t(YtY7 -l}(Yt + yz)(yz + Ys)(Ya + Y4)(Y4 + Y5)(Y~ -1) 

(2.59) 

which is obtained by symmetrizing the Ya variable 
(3'" 4). This reduction always occurs when the graph 
is of the type Fig. 5(b). The general structure required 
for this reduction is shown in Fig. 6. The third graph 
of L,(O, 2) [Fig. 5(c)] gives zero weight to the integral 

FIG. 4. Quantity (2. 57). 
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FIG. 5, Graph of LT(0.2) as 
defined by (2.54). 

(2.47) since the integrand is antisymmetric under the 
interchange 1 -3. Thus L1(0, 2) becomes 

L,(O, 2) = - (YtY1 - 1)(Yt + yz)(yz + Ya) Y3(Y~ - l)(ys + Yr) 

- t(Yty,-I)(Yl +Y2)(Yz +Ya)(Ys +Y4) 

x (Y4 + Y5)(YE - 1) + (Yl - Ys)(Yt + Yz) 

(2.60) 

This reduced form for L,(O, 2) is shown in Fig. 7. The 
second term in (2.60) [Fig. 7(b» has the correct num
ber of factored denominators (in a graph this always 
corresponds to four loops). 

A similar reduction for L7(2, 0) gives 

L7(2, 0) =(Ys +Ys)(Ys +Y1)(Y~ -1)[- Ys(YtY1- 1)(Yt +Y2) 

- ·H YtY1- 1)(Y4 + YS)(Y3 + Y4) + (y, - Y5)(YZ + Ya)]' 

(2.61) 

The graph of (2. 61) is shown in Fig. 8 and should be 
compared with Fig. 7. 

From (2.54) we can write L1(1, 1) as 

L1(1, 1) = - (Y3 + Y4)(Y4 + Y5){( YtY1 - 1)[ YaYs(Yt - Y3)(Y1- Ys) 

+ (Y~ - 1) Y3(Yt + Y2) + (Y~ -1) Ys(Yr + Ys)] 

+ (Y2 + Y3)[Y7(YtY3 -1)(YsY1 - 1) 

- Ya(Y1Y1-1)(y~ -1)] + (Ys + Ys) 

x [Yt( YtYa - 1)(YsY1 -1) - Y5(YtY, - 1){Y5 - 1)] 

+ (YtYa -1)(YsY1- 1)(Y2 +YS)(Y5 +Ys)}' 

We now use the identities 

Y2k+l (YtY2I.t - 1)( YU-2m+tY2 .... 1 - 1) 

and 

- Y21.1(Y~M"'+1 -1)(YtYZk+l- 1) 

= (Y~k+1-2m - 1)(Y21+1 - Y2k+l) + YZk+tY2k-2rn+t 

x (YtYzl+l -1)(Y2Il+l - YZk-2rn+l) 

Yl(Y1Y21+1- 1)(Y2k_2m.1YU+l -1) 

- Y2k-2m+t(Y~I+l -1)(Y1Y2k.l- 1) 

.. c:-. 0 - EO t-CVY:') 

(2.62) 

(2.63) 

FIG. 6. General reduction fonnula. See discussion following 
(2.59). 
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(0) -(Y,Y7-1)r:v:)c 0 C\ 
123 4 5 6 7 

(b) -*(lI.y-I)~ 
~ 'I 7 1 2 3 4 5 6 7 FIG. 7. Quantity (2.60). 

(c) (~-Y ) CV""J A 13 ,23467 

= (YL+l - 1)( YZk-2m+l - Yl) 

+ Y1Y21+1(Yl - Y21+1)(Y2k_Zm+1Y2k+l - 1) 

for k = 3, l = 1, and m = 1 in (2.62). The second and 
third terms multiplying the factor (Y1Yl - 1) can be 
further reduced (these terms are of the general struc
ture of Fig, 6). Carrying this out we can write L1(1, 1) 
as 

L 1(1,1) = - (Y3 + Y4)(Y4 + Ys)[( YtYl - 1)[ Y3YS(Yl - Y3)(Yl - Ys) 

+~(Yl +Y2)(Y2 +Y3)(Y~ -1) + ~(ys +Ys)(Ys +Y7) 

x (y~ -1)] + (Y2 +Y3)[(Y~ -1)(Y3 - Yl) 

+ Y5Yl(Y1Y3 -l)(Yl- Ys)] + (Y5 + Ys) 

x(Y5 -l)(ys - Yl) +Y1Y3(Yl- Y3)(YsY7- 1)] 

+ (Y1Y3 - 1)( Y5Y1 - 1)( Y2 + Y3)(Ys + Y6)] • 

We now examine the term 

Y1Y7( Ya + Y4)( Y4 + Y5) Y3Y5( Yl - Y3)(Y7 - h) 

= (Y3 + Y4)(Y4 + Ys) Y1Y3YsYl« Yl + Y2) 

- (Y2 +Y3)][(Y7 +Ys) - (Ys + Y5)) 

(2.64) 

(2.65) 

occurring in L7(1, 1). We draw the graph of (2.65) in 
Fig. 9. The first term cancels the second and third 
term, the fourth (let 5 - 7 and 7 - 5 in the first and 
third graphs). 

We now combine the terms L7(0, 2), L1(2,0), and 
L1(1,1). One way to create denominator factors from a 
term like (Y! - Yk) is to write this as (Y! +YJ+l) 
- (YJ+l + YJ+2) + ••• - (Yk-1 + Yk)' This identity has been 
extensively used already. However there are terms 
where this is of no use. For instance in (2.60) for 
L1(0,2) there occurs the term (YI - Y3)' If we were to 
rewrite this as (Yl + Y2) - (yz + Ya) we would introduce 
the factors (Yl + Y2)2 and (yz + Y3)Z, We do not want terms 
of this form. Such a problem term occurs in (2.61) for 
L7(2,0) [the (Y7 - Ys) term] and two such terms in (2.64). 
We combine these terms: 

J 7", (Yl - Y3)(Yl + Y2)(Y2 + Y3)(Ys + Ys)(Y~ -1) 

+ (Y7 - h)(Yz + Y3)(Ys + Ys)(Ys + Y7)(Y~ - 1) 

- (Y3 - Y7)( Y2 + Y3)(Y3 + Y4){Y4 + Ys)(y~ - 1) 

- (ys - YI)(Ys + Y4)(Y4 + YS)(Y5 + Ys)(Y~ -1), (2.66) 

-( -I) 0 0 .,('C'> 
~~ 1 2 3 4 5 6 7 

-i(YIY7-1) 1 2 ~7 
( ) ce C'C\ 
~-Y5 1 2 3 4 5 6 7 

FIG. 8. Quantity (2.61). 
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+,n CY"). A 
1234567 

-I A ,(""'C'C) I( 
1234567 

-I)~ C)("Y")~ A 
1234567 

FIG. 9. Quantity (2.65). 

+1>4'~)C 
1234567 

The graph of J 7 is shown in Fig. 10. The first term 
cancels the third term and the second term is canceled 
by the fourth term. This can be seen by the change of 
variables 1-3,2-4,3-7,4-6,5-5,6-2, and 
7 -1 (this relabeling is seen most easily by comparing 
the first graph with the third graph of Fig. 10). 

Thus we have 

A (Y J + YJ+l)-l[( Yl - YS)(YI + Y2)(Y2 + Ya)( Ys + Ys)( y~ - 1)] 
1=1 

_ (Yl-Ys)(y~-l) (Y3-Yl)(y~-1) 
- (Y3+Y4)(Y4+YS)(YS+Yl) (Y7+YS)(YS+Y5)(Yl+Y2) 

6 -I [ = n (Yj + Yj+l) (Y3 - Y7) 
)=1 

X (y~-1)(Y2+Y3)(Y3+Y4)(Y4+Ys)] 

which is the third graph. Hence we have demonstrated 

(2.67) 

where we use the sense of "=" as discussed after (2.51). 

We now examine the term 

- (Y3 + Y4)(Y4 + Y5) Y1Y3(Yl - Y3)(YSY1 - l)(ys + Ys) 

(2.68) 

in L7(1, 1) [see (20 64)], This clearly gives zero contri
bution since the above integrand [multiplied as always 
by n~=1 (y) + Y j+1 )-1] is antisymmetric under the inter
change 1 .... 3. The same is true for the term 

(Y3 + Y4)(Y4 + Y5)(Y5 + Ys) Y5Yl (Y1Y3 - 1)( Y7 - Y5) (2.69) 

occurring in L1{1, 1). Collecting these results we have 

L1(0, 2) + L7(2, 0) + L1(1, 1) 

= - (YIYl- l)(Yl + Yz)( Y2 + Y3)(Y~ -1)[ Y3( Ys + Y7) 

+ ~(Y3 +Y4)(Y4 +Y5)] - (Y1Y7- 1)(yS +Ys)(Ys + Y7) 

x{y~-1)[Y5{Yl +Y2)+~(Y4 +Y5)(Y3+Y4)] 

- (Y1Y1 - 1)( Y3 + Y4)( Y4 + Y5)[H Y2 + Y3)( Yl + Y2) 

x(y~ -1) + t(Y5 +YS)(Y6 +Y7)(Y~ -1)] 

+ (Ys +Y4)(Y4 +Y5)YSYS(Yl - Y3)(Y7 - Y5) 

- (ys + Y4)(Y4 + YS)(YtY3 -1)(YsY1- 1)(yz + Y3)(YS + Ys)' 

(2.70) 

Though the last term in (2.70) contains four denomina-

FIG. 10. Quantity (2.66). 
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+1 C\ ,("Y") C\ 
1 234 567 

-) C\ ,{Y:)C\ 
1234567 

-I ~ C\ 
2 3 4 5 6 7 

+1 ~ 
2 3 4 5 6 7 

tor type factors, the presence of the two terms 
(YtYs - 1)( Y5Yl - 1) is not desired. Thus we expect 
further reductions of this term along with the other 
terms in (2.70) that do not have four denominator 
factors. 

We examine the combination 

(Ys + Y4)(Y4 + Y5)[YSY5(Yt - YS)(Yl- Y5) 

- (YtYs -1)(Y5Yl- 1)(yz +YS)(Y5 +Ys)]' (2.71) 

Now 

YSY5 (Yt - YS)(Yl - Y5) 

= YSY5( Yt + yz){Ys + Yl) - YSY5( Yt + yz)( Y5 + Ys) 

- YSY5(YZ + Ys)(Ys + Yl) + YSY5(Yz + YS)(Y5 + Ys) 

(2.72) 

so that the term YaY5( Ys + Y4)(Y4 + Y5)(Yt - YS)(Yl - Y5) 
can be viewed as a sum of four terms. These terms are 
displayed in Fig. 11. In the first graph we let 1 .... 3 
and 5 .... 7, in the second graph 1 .... 3, and 5 .... 7 in the 
third graph to obtain 

YSY5( Yt - YS)(Yl - Y5) = (Y, - YS)(Yl - Y5)(YZ + YS)(Y5 + Ys)' 

(2.73) 

Using (2.73) the expression (2.71) becomes 

(ys + Y4)(Y4 + Y5)(YZ + YS)(Y5 + Ys) 

x [( Yt - YsH Yl - Y5) - (YtYs - 1){ Y5Yl - 1)] 

= - (yz + Ys)(Ys + Y4)( y, + Y5)(Y5 + Ys) 

X [(YtYl-1)(Y3Y5 -1) + Yl(Y5 - Ys) + Yl(Y3 - Ys)]' 

(2.74) 

By letting 5 .... 3 in the second and third terms in (2.74) 
we see that the integrand obtained from (2.74) [that is, 
multiply (2.74) by rr1=t (Yj + YJ+t)-t] is antisymmetric. 
Hence (2.74) is equivalent to 

- (yz + Y3)(YS + Y4)( Y4 + Y5)(Y5 + YS)(Y,Yl - 1)(YSY5 - 1). 

(2.75) 

Multiplying (2.75) by rr~=l (Yj + YM)-t we have 

_ (YtYl- 1)(YSY5- 1) 
(Yt +YZ)(YS+Yl) 

(2.76) 

which will be integrated over in (2.47). We relabel the 
variables by 1-3,3-7,5-1, and 7-5 (keeping the 
even labels fixed) so that (2.76) is equivalent to 

_ (YtYl - 1)( YaY5 - 1) 
(yz +YS)(Y5 +Ys) 
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(2.77) 

which implies (2.75) is equivalent to 

- (Y, + YZ)(Ys + Yl)( Ys + Y')(Y4 + Y5)( Y,Yl - 1)( YaY5 - 1). 

(2.78) 

Using these results (2.70) becomes 

L l (O, 2) + L l(2, 0) + LT(l, 1) 

= - (YtYl- 1) {(Yt + Y2)(YZ + Y3)(Y~ -l)[ys(Ys + Yl) 

+ !(Ys + Y4)(Y4 + Y5)J + (Y5 + Ys)(Ys + Yl)(Y~ -1) 

X[Y5(Y1 +yz) + !(Y3 +Y4)(Y4 +Y5)] 

+ (ys + Y4)[!<Yt + yz)(yz + Y3)(Y~ - 1) 

+ !(Y5 + Ys)(Ys + YT)(Y~ -1) 

+ (Y3Y5 -l)(Yt + Y2)(YS + Yl)J}. (2.79) 

Making use of the identity 

Y3( y~ - 1) = (Y3 + Y4)(Y~ - 1) - (Y4 + Y5)( Y4Y5 - 1) 

+ (y~ -l)(ys + Y6) - Ys(y~ -1) (2.80) 

we see that by a relabeling of the integration variable 
labels the quantity 

can be replaced by 

(Y3+Y4)(y~-1) 1 (Y4+Y5)(Y4Y5- 1) 
(Ys + Y4)( Y4 + Y5)(Y5 + Ys) -"2 (Y3 + Y4)(Y4 + Y5)(Y5 + Ys) 

in (2.79). A similar transformation on the term 
Y5(Y1 + yz) in (2.79) results in the equivalent expression 
for (2.79), 

L l (O, 2) + Ll (2, 0) + Ll(l, 1) 

= - (YtYl - 1){(Y1 + yz)( Yz + Ys)(y~ - l)[(ys + Y4)( Ys + Yl) 

+ !( Ys + Y4)( Y4 + Y5)] + (Y5 + Ys)(Ys + Y1)( y~ - 1) 

X[(Y4 +Y5)(Y, +Y2) +!(Ys +Y4)(Y4 +Y5)] 

+ (Ys + Y4)(Y4 + Y5)[!( Y, + yz)(yz + Ys)( y~ - 1) 

+ !(Y5 + Ys)(Ys + Yl)(Y~ -1)J - !(Y4 + Y5)(Y4Y5 -1) 

X (Y1 +Y2)(Yz +Y3)(YS +Y7) - J(Y3 +Y4)(YsY4 -1) 

X (Y, + Y2)(Y5 + Ys)(Ys + Y7) + (Yt + YZ)(Y3 + Y4) 

X (Y4 + Y5)(YS + YT)(YSY5 - I)}. (2.81) 

The last three terms of (2.81) cancel. To see this we 
multiply these terms by the factor rr1=1 (y J + YJ+1)-' to 
obtain 

_ ! (YtYl- 1)(Y4YS -1) _ ! (Y,Yl - I)(YsY4 -1) 
2 (ys + Y4)(Y5 + YB) 2 (Yz + YS)(Y4 + Ys) 

+ (YtYl - 1)( YSY5 - 1) 
(yz + Ys)( Y5 + Ys) 

(2.82) 

Letting 3 - 2, 4 - 3 in the first term and 4 - 5, 5 - 6 
in the second term we see that (2.82) is zero. Hence 
using this in (2.81) and adding the result to Ll (O, 1) 
+ Ll (l, 0) [see (2.57) and (2. 58)J we find that (2.47) for 
the case k = 3 becomes 
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af"' f"' 1 exp(-ty) (y 1) v 2(- 1) dYI' •• dY1 0 (2 1)112 ~ 
1 1 )=1 Yi - Y i + 1 

(y~ - 1) 

(2.83) 

We now compare the result (2.83) with the right-hand 
side of (2.38). From (2.38) and (2.34) 

2 Z-I 
.0 .0 g21+1gZm+l L vgZ(S_m_Il_1 
1=0 m=o 

(2.84) 

Using the definition of the function gl and ga and Lemma 
2.3 for LlIgs and LlIgs we can write (2.84) as 

2 2-1 

t?o ~o g21+1gZm+l Lv g2lS-m-Il-1 

(2.85) 

By relabeling the integration variable subscripts we see 
that (2.85) and (2.83) are identical. Hence we have 
proved identity (2.8) for k:::: 3. 

H. Casesk;;;;'4 

We have proved (2.38) for k::::l, 2, and 3. To prove 
Theorem 1 we must prove (2.38) [and hence (2.8)] for 
k ~ 4. In the preceding section the k = 3 case of (2.38) 
was presented. Rather than give the most direct proof 
possible for k = 3, we presented a proof that parallels 
as much as possible the general proof of this section. 
Even so the general proof is involved and at places 
special cases are presented to help see the cancellation 
that is taking place. 

1. Alternative form for L 2k + 1 

We start with L2k+l as given by (2.51) and write 

(2.86) 

with L2~+1(0, 0) == O. Equation (2.51) can be rewritten (by 
adding and subtracting terms) as 

k-I k 

L2k+l =.01 (Yl + Y2)(Yzk-zm + YU-2m+l) Oz (Y~"I-1 -1) 
mD Plt= 

"l~k-m+l 
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( 

201-1 

X - YZk-2m+l(Y1Y2k+l -1) "~O Y2k+l .... 2 

2m ) ~ 
+(Yl-Y2k-2m+l)~ Y2k+l-"Z + fj (Y21+1+Y21+2) 

X (yu + Y2k+l) "~Z (Y~"I-1 - 1) (- Y21+1 (Y1Y2k+1 - 1) 
"1 ~I+l 

k-l k-I-l 

-.0 .0 (Y2/+1 +YZI+2)(YZk_Zm +Y2k_2m+l) 
1=1 01=1 

X f1 (Y~"1-1 -1) i(Y1Y2k+l -1) 
"1=2 \' 

"1 ~k-m+l. 1+1 

X Y21+1Y2k-2m+l (Yl - YZhl)( Y2k+l - YZk-2m+l) 

+ (Y1Y2/+1 - 1)( Y2k+tY2k-2m+l -1) 
2/+t 2m 

X.0 Y"S 2i Y2k+t .... 2+(Y1Y2k+l-1)(Y~/+1-1)Ya-Zm+l 
"S=2 "2= 

201-1 

X n~o Y2k+l-"2 + (Y1YZk+l -1)(Y~k_zm+l -1) Y2/+1 

21 2m 

X.0 Y"s + .0 Y2k+l-"2[Yl(YtY2/+1- 1 ) 
"S=1 "2=1 

X (Y2k+1Y2k-2m+l- 1) - Y2k-2m.l(Y~I+l -1)(Y1Y2k+l- 1)] 
2/+1 

+ .0 Y"s[Y2k+l(Y1Yzl+l-1)(Y2k-zm+1Y2k+l -1) 
"3=2 

(2.87) 

We first examine the l = 0, m = 1 term of (2.87), i. e. , 

k-l 
L 2k+l(0, 1)= "~2 (Y~"t-l-1)(Yl +Y2)(Ya-2+Y2k-l) 

X [- YZk-l (Y1YZk+l - 1)( Y2k + Y2k+l) 

+ (Yt - YZk-l)(Y21<-t + YZk)]' 

(2.88) 

The term containing (Yl - YZk-l) in (2.88) gives zero 
contribution to O~~I (Y, + Y i+l)-1 LZk+l (0,1) (let 1 <+ 2k - 1). 
Hence we have 

(2.89) 

Furthermore, symmetrizing the YZk-l variable (recall 
argument associated with Fig. 6) we have 

k-l 
L2k+1(0, 1) = - t "~2 (Y~"1-1 -l)(YI + YZ)(YZk-2 + Y2k-l) 

X (Yak-l + Y2k)(YZk + Y2k+l)(Y1Y2k+l -1). (2.90) 

Similar transformations result in 
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L2_+1 (1, 0) = - ~ ITs (yi"I-1 - 1)( Yl + Y2)( Y2 + Ya) 
"1= 

X (Ya + Y4)(Y2k +Y2k+1)(Y1YZk+l -1). (2.91) 

Both L2k+t (O, 1) and L2k+l(l, 0) have the required four 
denominator type factors and a single (YIYa+1 - 1) factor. 

We now analyze 
k_1 k_1 

L; L 2A+l(0, m) and L; L 2k+t (l, 0). 
m~2 '=2 

From (2.87) we have 
k-t 
L; L2k+1(0, m) 
m.2 

(2.92) 

Symmetrizing the Y2k-2",+1 variable in the second term in 
square brackets in (2.92) (Y2k-2m+l .. Y2k-Z",+2) and observ
ing that the term (Ya_2m + YZMm+l) (Yl - Ya-2",+I) 
(Y2k-2m+l + Y2k-2m+2) (Yt + Y2) is equivalent to zero (1 .. 2k 
- 2m + 1) the quantity (2.92) becomes 
k-l 
L; LZk+l (0, m) 
m.2 

k_l 
= ~ (Yt + Y2)(Y2/1-2m + Y2I,-2m+l) ",,2 

X [- Ya-Z"'+1 (Y1Y2k+l - 1) 
2m_3 

X :0
0 

Y2k+l-"z - i( Y2k-2 ",+1 + YZk-Z",+2)( Y2k_2m+Z 
"2" 2m-2 

+ YZk-2m+3)(Y1Y2k+l -1) + (Yl - Y2k-2m+l) L; Y2k+l-"2J. 
"2=1 

Similarly for t,:~ L2/1+1 (1,0) we have 
k-I 
L; L2k+l (1, 0) 
1=2 

A-I 

=:0 (Y21+1 + Y21+Z)(Y2k + Y2k+l) 
'=2 

We now claim 
k_1 k-I-l k 

L; L; n 2 )( 
1.1 -1 "102 (Yz"I-1 -1 Y21+1 + Y21+2) 

"1 ~1+I.k- ... l 

1071 

X (Y2k-2m + Y2k-Z"'+I) YtY21+tY2A-2m+tY2k+l 

x (Yt - Y21+1)(Y2k+l - Y2k-2",+I) = 0 

J. Math. Phys., Vol. 18, No.5, May 1977 

(2.93) 

(2.94) 

(2.95) 

which is the generalization of (2.65). To demonstrate 
this we write 

YI- Y2/+1 == (Yl +yz) - (Y2 +Ys)+'" 

+ (Y2I-l + Y2/) - (Y21 + Y2/+1) 

Y2k+j - Y2k-2m+t == (YZk+1 + YZk) - (Ya + Y2k-t) 

+ .•• - (Yzk-zm + Y2k_2m+I)' 

(2.96) 

Then for a fixed land m each term in (2.95) can be 
written as a sum of 4l(m + 1) terms. A typical term is 
of the form 

k 
(_ 1)1>+· n (Y~"I-1 -1)(Yz/+l + YZ/.2)(YZk-2m + Ya-2m+l) 

nl=2 
"1 ~I+l, A_m+l 

(2.97) 

wherep=I,2, ••. , 21 andq==2k+l, 2k, ... ,2k-2m. 

Keeping q fixed we examine the term with p replaced 
by 2l + 1-p. It is 

k 
(_ 1) 1>+. n 

"1=2 
"1 ~/+l. k_m+l 

(2.98) 

These two terms [(2.97) and (2. 98)J are equivalent as 
can be seen from their graphs (see Fig. 12). They dif
fer by an overall minus sign and thus add to give zero. 
Since this is true for fixed 1, m, and q, we have pair
wise cancellation as the index p runs through 1,2, ... ,21. 
Hence it follows that (2.95) is true. 

The term 

(YZI+I +Yzl+2)(Y2k-Zm +Yzk-zm+I)(Y1Y2k+1 -1) 
2m_l 

X (Y~/+I - 1) YZk-Zm+l L; Y2k+l-"2 
"2=0 

(2.99) 

occurring in (2.87) is equivalent to 

(Y21+1 + Y21+2)(Yzk-zm + YZk-Zm+t)(YtY2k+l - 1)( yi'+l - 1) 

X i(Yzk_zm+1 + Y2k-2m+Z)(Y2k-Zm+2 + YZk-2m+S) 

+ (Yz/+l + YZI+2)(Yzk_zm + YZk-2m+l)(Y1Yzk+1 - 1) 
Zm-3 

X Ya-zm+1 L; YZk+l-"2 (2. 100) 
"z=o 

as can be seen by symmetrizing YZk-m+1 when it multiplies 

+1)4 ~ D QO 
2t+i 21+2 2k-2m 2k-2m+1 \.....,,-I 

p-I unils 
,--~_--,I 

2/-p unils 

_I )f n D Q C 
~ 21+1 21+2 2k-2m2k~ 

21-p units "-----:' 
p-I UOils 

FIG. 12. Quantities (2.97) and (2.98). The loops that are 
moved are with wavy lines. 
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(0) 

(b) 

FIG. 13. (a) 1 + m = 1 terms for k = 3. (b) 1 +m = 2 terms for 
k=3. 

the last two terms of the sum ~;=-l Y2k+l-n2,. Likewise we 
can symmetrize the variable Y2/+1 occurnng in (2.87) 
when it multiplies the last two terms of the sum 

21 

~ Yn • 
n:fl 3 

Collecting all these results and using the identities 
given by (2.63) we find that LZk<1 as given by (2.87) can 
be written in the equivalent form 

L2k+1 

1072 

~ k 

X (Y2k-1 + Yu)( Y2k + YZh+1) + 2J n (Y~n1-1 - 1) 
m=2 "1<2 

"1~k-m.l 

X (Yt + Y2)( YU-Zm + Y2k-zm+l) [- i( Y1Y21l+1 - 1) 

X (Y2k-2m+1 + Y2k-2m+2)(Y2k-2m+2 + Y2k_2m+3) 

2m-2 

+ (Y1 - Y2k-2m+l) 6 Y2k+1-"2 - Y2k-2m+l(Y1YZk+l- 1 ) 
"2=1 

2"'.3 ~ 

X ~o Y2k+1-nz] + fd (Y21+1+Y21+2)(Y2k+YZk+l) 

x n (Y~"1-1-1) [-HY1Y2k+1-1)(Y21-1+Y2/) 
"1=2 
nl~/+1 

H-1 

X (Y21 + Y2I+1) + (Ya+1 - Y21+1) ~Z Y"3 - Y21+1 
"3= 

X (Y21+1 + Y21+Z)(YZk-2m + Y2k_2m+1) {i(Y1Y2h1 - 1) 

X (Y~I+1 -1)(Y2k_2m+1 + Y2k_2m+2)(Y2k_2m+2 + Y2k-2m+3) 

+ H Y1Y2k+t - 1)( Y~k-2m+1 - 1)(Y21 + Y2/-1)(Y21 + Y21+1) 

- Y2I+1Y2k-2m+l (Yl - YZI+1)(Y2k+l - Y2k-2",+1) 
2m-3 

+ (Y1Y2k+l -l)(Y~I+l -1) Y2k-2m+l ~o Y2k+l-n 3 

21-2 

+ (Y1Y2k+l - 1)( Y~k-2m+l - 1) Y21+1 :6 Yn3 
"3a1 
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(2.101) 

The advantage of the representation (2.101) for La<t 
as opposed to the previous representations [as for ex
ample (2.51)] is, for one, the separation of the "end 
effects" and the "bulk effects" of the integrand. Also 
the splitting (2.63) has been introduced into (2.101). 

2. Summing L2k + 1 (/, m) for m +1=k-1 

For the case k = 3 the graphs that appear in L 7 (0, 1) 
and L7(1, 0) when all reductions have been completed 
[see Fig. 13(a)] can be obtained from the set of graphs 
for L7(2, 0) + L7(0, 2) + L7(1, 1) [see Fig. 13(b)1. We 
claim that this is a general result. That is to say, if 
we sum all L2h1 (l, m) such that 1 + m =k-l, then from 
the final reduced form for this sum there is a simple 
prescription to obtain the remaining terms. Therefore, 
we examine the sum 

k-1 "-1-1 
S2k+l =~' :6' L2k+l (l, m) (2. 102) 

1=0 maO 
1+m:h-1 

and proceed to reduce this to the desired form [four 
loops in all graphs and a single (Y1Y2k+1 - 1) factor]. 

From (2.101) and the definition of S2k+1 we have 

S2k+1 

=(Yt +Y2)(Y2 +Y3) n~3 (Y~"1-1-1) {- i(Y1Ya+l- 1)(Y3 +Y4) 

2/l-4 
x (Y4 + Ys) + (Yl- Y3) 6 Y2k+t-"2 - Y3(Y1Y2k+l -1) 

"2=1 

2k-4 ~ k_2 
-Y2k-t(YtY2k+t- 1) :6 Y"3 -:6 (YZI+l+Y21+2) 

"3=1 1.1 

x (Y21+2 +Y21+3) A (Y~n1-1-1) {i(Y1Y2k+1 -1) 
"1=2 

"1 ~/+1.1+2 

x (y~ 1+1 - 1)( YZI+3 + Y21+1)(YZI+4 + Y21+5) 

+ i(Y1YzI<+1 -1)(Y~/+3 -1)(Y21 + YZI+1)(Y21-1 + Y2I) 

- Y21+1Y2I+3(Yl - Y2/+1)(YZk+1 - Y21+3) + (Y1Y2k+l -1) 
2k-21_5 

x (Y~I+1 -1) Y21+3 :6 YZk+l-nz + (Y1YZk+1 -1) 
"2<0 
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co A e 8 (a) 
+1 4 7 8 9 10 II 

I Z :3 

-/ fYBccl 8 ~ 10 II (b) 

-I n u 8 ~ 10 II 2 3 4 5 6 7 

FIG. 14. Some typical terms contributing to J 2,..1 fO~) k = 5. 
(a) Typical graph from J\j>. (b) Two graphs from .711 • 

X[(Y~I+1-1)(Y21.3- Y1) +Y1Y21+\(Yl- Y21+1) 
21+1 

X (Y21+3Y2M -1)] + :E Yn [(Y~'+3 -1)(Y21+1 - Ya+l) n3,2 3 

+Y2hlY21+3(Y1Y21+1- 1)(Ya+1- Y21+3)] + (Y1Y21+1- 1) 

21+1 211_21_2 } 
X (Y21+3Y211+1 - 1) n~ Yn3 n~ Y2h1-n2 • 

(2. 103) 

3. J2k +1=0 

Recalling the discussion that resulted in the definition 
of the quantity J7 [just before (2.66)], we see that an 
analogous argument for the terms appearing in (2.103) 
leads to the definition 

J2k+1 = ~U1 + ~il1 + ~U1 + 4111 

with 

~1!1 = (Y1 + Y2)(Y2 + Y3)(Y1 - Y3) 
II 211-4 

X n~3 (Y~n1-1 - 1) n~ Y2,..1-n2, 

4il1 = (Ya-l + Yu)( Y211 + Y211+1)( Y2h1 - Y2k-1) 

11-1 2 211-3 
X f1 (Y2"1.1 -1) :E Y", 

"1,2 "3=2 3 

11.2 

(2,104) 

(2.105a) 

(2.105b) 

... 
~~~1 =-:E (Y21+1 +Y21+2)(Y21+2 + Y21+3) 

1·1 
f1 (Y~"1.1 - 1) 

"1,2 
"1-

'
+1,'+2 

(2.105c) 

and 

(2.105d) 

where we changed the labeling in the last sums appear
ing in (2. 105c) and (2. 105d). Furthermore the result 
J 7 = 0 of the previous section leads us to conjecture that 

(2.106) 

where "=" is interpreted in the generalized sense. 

We now prove that (2.106) is true. From an examina-
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tion of the graphs associated with 4~;1' a = 1, 2, 3, and 
4, it is clear that 

J~!l1 =4i~1 and 41!1 =~111' (2.107) 

A typical graph coming from the set of graphs associ
ated with ~p is shown in Fig. 14(a) and two types of 
graphs appearing in JW are displayed in Fig. 14(b). 
The important point to emphasize is that all graphs 
associated with ~1~1 are such that the three loops ap
pearing in the graph divide the line connecting "I" to 
"2k + 1" into two disjoint lines [in Fig. 14(a) the disjoint 
lines are from 3 to 5 and from 6 to 11]. The graphs 
associated with ~i!1 are of two basic types. There are 
the graphs that divide the line "I" to "2k + 1" into two 
disjoint lines [the first graph in Fig. 14(b) is of this 
type] and there are the graphs that divide the line into 
three disjoint lines [the second graph of Fig. 14(b) is 
this type and the disjoint lines are 1 to 2, 3 to 5, and 7 
to 11]. 

We now claim that the subset of graphs of J~~!l with 
two diSjoint lines exactly cancels all the graphs of 
41!1' The remaining graphs of 4~11 that are of the 
three-line type cancel amongst themselves to give zero. 
Once these two statements are demonstrated we will 
have proved (2.106). 

We first count the number of two-line graphs in 
~1~1 and Ja!l' In J1111 there are clearly 2(k - 2) terms 
[factor "2" comes from (Y1- YII)]' The two-line graRhs 
of ~e1 come from the last two terms of the sum i" :12 
y" in (2. 105c). Thus for fixed 1 there are two two-line 
glaphs and hence 2(k - 2) graphs in all. The three-
line graphs of 4~11 result from the ~?':2:\ Y"2 terms. Fix 
the integer 1 (.,; k - 2) and let q be one of the values 
1,2, ••• ,1- 1. Then one term in (2. 105c) can be written 
as 

- (Y21+1 + Y21+2)(Y2I+2 + Y21+3) 

X n (Y~"1'1 - 1)( Y2q + Y24+1)(Y~'+3 - 1)(Y21+1 - Y2k+1)' 
"182 

"1-1+1,1+2 

(2.108) 

The graphs corresponding to (2.108) are shown in Fig. 
15. To these two graphs we consider the complement 
graphs as shown in Fig. 16 [these are obtained from 
(2.108) by letting q -q and 1- k -l-l +q]. From Figs. 
15 and 16 it is clear that the sum of the diagram and 
its complement gives zero (the first three-line graph in 
Fig. 15 is canceled by the second three-line graph in 
Fig. 16). Hence the sum of all three-line graphs in 
4=11 gives zero. 

The two-line graphs of 4~!1 are of the form 

-I ~ •••• A ... ·• ,(:Y:). ..... • 
I 3 2q~ 2q+1 2q+32J'1 21+1 21+3 21+521<,3 2k·1 21<+1 
~' , 

length I length n 

+ I ~, M.. A • -. cx:b • '''.8-_.'-_'' 
I 3 2q ~q+l 2i+1 21+2 ~+3 

~-~~---~ 

length I leng'" 1I 

FIG. 15. Three-line graphs of .rJ!1 for q and 1 fixed. 
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+1 -----&-.. 8 Q 8·· e t:'Y4 8·· 8 8 
~ '~------------~ 

length n length I 

FIG. 16. Complement graph of Fig. 15. The second graph 
cancels the first graph of Fig. 15. 

k-2 

- r; (YZI + Y2I+l)(YZI+t + YZI+Z)(YZI+2 + Y2I+3) 
1.1 

(2.109) 

and are shown in Fig. 17. In Fig. 18 we draw a two
line graph associated with ~~lt. If we choose the lengths 
as shown (which is always possible), then we conclude 
from a comparison of Figs. 17 and 18 that the two-line 
graphs of 4U1 and -4~!1 cancel to give zero. Thus we 
have established (2. 106). 

4. Further cancellation in (2.103) 

We examine the terms 

k-2 
At = L; (YZI+1 + YZI+2 )(YZI+2 + Y21+3) 

I·t 

Zk 

k 
IT 

"1.2 
nt~1 +t, 1+2 

X 6 Y"2Y1Y21+1(Yt- Y2/+1)(Yzl+3YZk+1-1) 
"2·2/+3 

and 

k-2 
A2 = 6 (YZI+1 + Y21+2)(Y2I+Z + Y2Id 

101 

21+, 

k 

IT 

X r; Y"Z YZk+tY21+3(Y2k+t - Yzr+t)(Y1YZI+1- 1) 
n2 e2 

that appear in (2.103) (note that ~!k_P_2 YZk+t n 

(2. 110) 

(2.111) 

Z... Z" - 2 = ~nzeZI+3 Y"). We now demonstrate that when A1 and Az 
are used in (2.47) (At and A2 are parts of LZk+t) and the 
integration is performed the result is zero. That is to 
say, we show 

At =Az =0, (2.112) 

where "==" is used in the generalized sense. 

For fixed l we examine one term in (2.110). If we re
label the integration variables 1 - 2l + 1, 
2 - 2l, .•. , 2l- 2, and 2l + 1-1 while the remaining 
labels are fixed, then the integrand is antisymmetric in 
Yt and YZI+t (recall that we are always implicitly multi
plying the factors At and A z by IT;:1 (Yi + Y/+1)-1J and hence 
zero. For the term A2 we relabel the variables Y21+3 

- Y2k+t' YZI+4 - Y2k, ••• ,YZk - YZI+4' and YZk+l - YZI+3 and 
note that each term in Az is antisymmetric in YZk+l and 
Y2I+3' Hence (2.112) is proved. 

5. Final form for S2k + 1 

Summarizing the results so far we have demonstrated 
that 8Zk+t of (2.103) can be written as [this is the gen
eralization of (2.70)] 

1074 J. Math. Phys., Vol. 18, No.5, May 1977 

-I EO eo.· e ~ ... e-----
3 5 21-1 2[ 2[+1 2/+3 21<-1 21<+1 

length A length 8 

+1 e 8'·, 8 C'CY'& •. e----.c 
3 5 2t-1 2121+1 2J+3 2k-1 2k+1 

FIG. 17. Two-line graphs of Jill!. 

x (- ·HY1YZk+1-1)(YZk-Z +Y2k-1)(YZk-3 +YZk-2) 
2k-4 k_Z 

- Y2k_l(YtY2k+I- 1) ~, Yn2'- L; (YZZ+l +YZZ+Z) 
"2" 0/ I·t 

-Il 
nt=2 

"1#1+1,I+Z 

X (~(Y1YZk+t-l)(Yil+1-1)(Y2I+3 + Y2r.4)(Y21+4 + Y2I+5) 

+ i(YtY2k>1-1)(yil+3 -l)(y2Z + Y21+t)(Y2I-1 + Y2I) 

k-Z 

- YZ/+1YZI+3 (Y1 - Y21+1)( Ya+1 - Y21+3) 

+ (YtY2k+l - 1) (Y~"l - 1) YZI.3 

2h1 

X 6 Y"2 + (YtY2Il+l- 1)(yiI+3- 1)Y21+1 
"2e2 1+6 

21-Z 

X 6 Ynz + (YtYzl+l- 1)(Y2I+3Yzk+t- 1) 
"zet 

Z1+1 Zk ) 
X L; Yna L; y" . 

"3e2 "2e21+3 2 

The generalization of the term in (2.71) is 

k 

6 (Y21+1 +Y21+2)(YZI.2 +YZZ.3) 
lel 

IT 
"1 02 

"1"'+1,1+2 

X [Y2I+tYZI+3(Y1 - YZI+t)(YZk+t - YZI+3) 

(2.113) 

21., 2k 

- (Y1Y21+1 - 1)(Y2I+3Y21<+1- 1) r; Yn2 6 Yn3]' 
"20:12 "31;2,+3 

(2.114) 

+ICVJ e-~ ... ~ 8 8 8 E('j 
I 3 5 6 2k-3 2k-1 2k 2k+1 
~ 

, 
length B length A 

-I CC). 9-~ - tC3 e e e .-~ 
1 3 5 6 2ld 21< 21<+1 
~ 

, , 
length B length A 

FIG. 18. Two-line graphs of J<:£l' Moving loop (denoted by 
wavy line) starts at 5 and goes to 2k - 1 (shown in dotted lines). 
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As was done in going from (2.72) to (2.74), we want to 
write the first term in square brackets in (2.114) in a 
form so that the two sum-terms appearing in the second 
term in (2.114) become a common factor. To do this 
we write 

and examine the graphs of 

Y21+tY21+3(Y21+t +Y21.2)(Y2I+2 +Y2I03) 

x 

(2. 115) 

(2. 116) 

It is clear that we can relabel the integration variable 
subscripts so that the following is true (when used in 
(2.116), which in turn will be used in (2.47)]: 

Y2IotY2103(YI - Y2I+l)( Y2kol - Y21.3) 
2101 2~ 

= (Yl - Y21+1)(Y2hl - Y2103) L; Y"2 L; Y"3' 
"2"2 "3,21+3 

(2. 117) 

Using (2.117) in (2.114) we obtain 
k_2 

~ (Y21+1 + Y2I+2)(Y21+2 + Y21.3) 

2k 
X L; Y"3[-(YtY2k+t -1)(Y210tY21+3 -1) 

"3"21+3 

(2. 118) 

where we used the algebraic identity 

- (Yt- Y210t)(Y2k+t- Y2I03) + (YtY21+t -1)(Y21+3Y2k+t- 1) 

= (YtY2k+1 - 1)(Y2 1+tY2/03 - 1) + Yt (Y2103 - Y210t) 

(2. 119) 

It is clear that the last two terms in (2. 118) give zero 
as the second and third terms wi11lead to an integrand 
that is antisymmetric in Y21+3 and Y210t. Also by relabel
ing we can let 

Hence ~k+t of (2.113) becomes 
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k-2 
- (YtYuot- 1) L; (Y210t +Y2102)(Y21+2 +Y21+3) 

Tol 

X "~2 (Y~"I-t -1) [1( y~,+t -1)( Y2103 + Y2I+4) 

"t-,01 ,1+2 

X (Y21+4 + Y2I05) + ~(Y~,03 -1)(Y2I_t + Y2I)(Y2I + Y21+t) 

2hl 

+(Y~,ol-1)Y2103 L; Y"2+(Y~'03-1)Y210t 
"2-2106 

(2.120) 

This can be written more compactly by combining the 
first two terms in (2.120) into the 1 = 0 and 1 = k - 1 
terms of the third term. Doing this (2. 120) becomes 

k-t 

S2k+t =- (Y1Yaot- 1) L; (Y2/+t +Y2'+2)(Y2I+2 +Y2Id 
'-0 

x [ "P2 (Y~"1-1 -1) ~(Y21+3 + Y21+4)(Y2104 + Y2I05) 
"I #102 

(2.121) 

where we must have the convention that any product 
term 

k 

"~2 (Y~"t-l - 1) 

"1"' 01 
is zero for 1 = 0, 

k 

.~2 (Y~"I-t - 1) 
"1;!f+2 

is zero for l=k-l, and 

k 
n 

"1-2 
"1",+1,1.2 

is zero for either I = 0 or I = k - 1. 

Consider the term 
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--8-8-__ 8···8 ~ 8 c", ... -A ... ~ 
3 5 2/-1 2/+1 2/+3 2/+52/+6 2/+7 2q 2q+12I\-1 2k 2k+1 

FIG. 19. Graph of (2. 122) for a particular value of q. The 
range over which q varies is indicated by dotted loops. 

k 

[1 (Y~"1-1 -1) Y21+3 
"1.2 

"1 ~I+Z 

~ 

x 6 (Y2. + Y2.+1) 
Q=I+3 

(2. 122) 

which is the third term in (2.121). For a particular q 
the graph of (2.122) is shown in Fig. 19. From the fig
ure it is clear that the integrand is divided into three 
parts. We examine the integrand associated with the 
graph between the double loop and the single loop. It is 

Y2I+3 [1 (yi,,_1- 1) [1 (YJ+YJ+1)-1. [
• ] Z.-1 

".1+3 J.ZI+3 
(2.123) 

We claim that this integrand factor can be replaced by 

4 

[1 
"=1+3 
"n+3~ 

(2.124) 

where the product symbol is to be interpreted as unity 
if the upper index is less than the lower index. To 
prove (2. 124) we start with the algebraic identity 

• 
Y21+3 [1 (yi"-1 - 1) 

n./+3 
• -I-Z 1+1~ • 

=:: 6 (YZI+3+2P + YZI+4+2P) 
1>=0 

[1 ( y~" - 1) n (Y~n-l - 1) 
n=1+2 ncl+3+p 

4_1_3 

- 6 (Y21+4+ZP + YZI+5.ZP)(Y21+4.ZPY21+S+2/J -1) 
P=O 

1.1~. q 

x n (Y~n-l) n (Y~n_1-1)-Y2. n (Y~n-l) 
n=I+2 nICZ+p+4 ".!+2 

(2.125) 

and note that when used as an integrand [multiplied by 
n~:;~+3(YJ+Yk+l)-t] the last term in (2.125) is equivalent 
to the term on the left-hand side of (2.125). Hence 
(2.123) is equivalent to 

~ 6 (Y21+3+3P+Y21+4.2/J) [1 (yin-I) n (Y~n_l-1) 
[

4-1-2 I.l'/J. 

p.o ,,= 1+2 n=I.3~ 

4_1_3 

- 6 (YZJ+4+2P + YZI+5+2P)(Y21'4+2P Y21.5.2P -1) 
P=O 

I+l+/J • ] 2.-1 
X [1 (Y~n-l) n (Y~n_l-1) [1 (YJ+YJ+t)-l. 

"=1+2 n= I+P +4 J.ZI.3 

(2.126) 

By the change of variables 2l + 4 + 2p - 2l + 3, 2l + 3 + 2p 
- 2l + 4, •.. , 2l + 4 - 2l + 3 + 2p, and 2l + 3 - 2l + 4 + 2p 
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in the last term in (2. 126) and remembering that the 
quantity [1;=2~+3(YJ + YJ+1)-l (Yz 1+4+21> + Y21+5+2/J) remains in
variant under this change of labels we obtain the equiva
lent expression (2. 124). 

Similarly we have that the quantity 

[ Y21+1 n (Y~"_t-1)J H (YJ + YJ+t)-1 (2. 127) 
"=(1+1 Jc2q 

(2.128) 

USing these results SZk+l of (2.121) becomes (see 
Fig. 20) 

A-t 

SZk+1 == - (YtYZk+l -1) 6 (Yzl+l + YZI+2)(Y21.2 + Y2I+3) 
1.0 

x { "P2 (Y~nl-1 -1) t(Y21.3 + Y21+4)(YZI+4 + YZI+S) 

"1 ~l+Z 

1+1 k 
+ [1 (Y~n-l - 1) 6 (Y2. + Yz.+t) i 

ne2 .=l+3 

[

.-1-2 I+t~ 

X 6 (Y21.3+2/J + Y21+4.2P) [11 2 (Y~n - 1) 
Ih:O "1:1 .. 

k 0-1-3 

X [1 (yin_l- 1)- 6 (YU+4+2P+Y21+5+2P) 
n.I+3~ peO 

X n (Y~"_1-1)(Y21+3Y21+5+z/J -1)] 
"11:1+3 

.. n.3+p 

k 1-1 
+ [1 (Y~n_l-1)6(Y2._1+Y2.Jt 

"=1+2 <1=1 

[ 
1-. .~ 

x Eo (Y2.+2P + Y2.+2P+l) "~2 (Y~n-1 - 1) 

1 l-q-l 
x [1 (y~"-l)- 6 (Y2.+t+2P+Y2.+2+2P) 

nep" +1 p.O 

k 21 2k+l 
+ n 

n.2 (Y~n-1 - 1)(Y21+tY21+3 - 1) 6 Yn 6 
n=1 "=21+4 

""/+1,1+2 

(2. 129) 

We now consider the term 

12k+1 == ~ (Y21+1 + Y21+2)(Y21+2 + Y21+3) {- ~ lil (Y~n-1 - 1) 
1.0 ":2 

L..('-"\ ......... e!l--~e ... A-.-... ,[\ e 
1 3 5 2q-1 2q 2q+1 2/-3 2/-2 

,(Y:'e ... +-----
2/+1 2/+3 2k-1 2k>1 

FIG. 20. Graph of one term of (2.129). Dotted loops indicate 
range of the wavy loop. 
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k q_l~ 

FIG. 21. Graphs associated 
with 19, The first eight graphs 
are multiplied by -! and the 
last four graphs by + 1. 

X .6 (Y2q + Y2q+1) .6 (Y21+4+ZP + Y21-t5+ZP) 
q~I+3 p.o 

x 

1-1 1-0-1 

X.6 (Yz q-1 +Yzq) .6 (YZq+1+Z/> +Yzq+z+zp) 
q=l p=o 

II (Y~.-l -1)(Yzq+1+Z/>YZI+l -1) + .~_Z 
.=Z 

x 

.;'p+q+l • "1+1, I +Z 

X{YZI+1YZI+3- 1).6 Yn ); Yn 
21 ZIz+1 } 

n=1 n:rt+4 

(2. 130) 

which is part of SZk+l' We claim that 

1zII+l = 0, (2.131) 

where equality is in the generalized sense. We first 
examine a special case. Consider k = 4, then there are 
twelve terms in (2.130) and the graphs of these terms 
are shown in Fig. 21. 

Concerning the terms with the structure (Y",Ys - 1) 
we indicate by "x" the presence of the y", and Ys terms. 
From an examination of Fig. 21 it is clear that graphs 
5-8 are just a reversed labeling of the first four 
graphs. Hence we need only consider the first four 
graphs with weight - 1 and the last four graphs. How
ever, it is clear from Fig. 21 that the last four graphs 
have the same structure as do the first four graphs. 
Hence they add to give zero, 1. e., 19 = O. 

The general case proceeds along similar lines. Some 
typical graphs are shown in Fig. 22. As in the k = 4 
case, the terms arising from the second term in 
(2.130) can be combined with the first term as they are 

_A-.j _S--l 

FIG. 22. Typical graphs of 1211+1' The first graph comes from 
the first set of terms and the second graph from the third set 
of terms. 
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odd"'
e 
~ e ... odd 

2/+1 2/+3 2/'5 

odd odd 
e'" 

2/-1 2/·1 2/·3 

odd 
e 

odd r-..... odd Q even r-.....r-..... odd 
e 8' e'" e -, e" e 21~3 e .. 

2q-1 2q 2q+2p 2q.2p'l 

FIG. 23. Graphs of terms appearing in S211+1 as defined by 
(2.132). The labels "odd" and "even" refer to whether (y~ - 1) 
occurs at an odd site or an even site, respectively. 

of the same structure. Furthermore, if the distances 
A, B, C, and D as depicted in Fig. 22 are made equal, 
then the two graphs cancel. One need only check that 
the (Y~ -1) type terms are in the correct place. An 
examination of (2. 130) convinces oneself that they are 
in the correct places for cancellation. Hence (2.131) 
follows, and incorporating this result into (2. 129) re
sults in our final form for Sn .. 1, 

k-l 
SZlI+l = - H Y1Y2k"l - 1) .6 (YzI+l + Y21+2)(YZI+Z + Y21d 

1=0 

x { !J (Y~n-l -1)(Y21+3 + YZI+4)(Y21+4 + Y21+5) 

n'I+2 

k 

+ .11 (Y~n-l-1)(Yzl_l +YZI)(YZI +Yzl+l) 

n'l+l 

1+1 k .-1-2 
+ n (Y~n-l -1) .6 (Y2q + Y24+1) .6 (Y21+3+2P + Y21+4+ZP) 

n=2 .=1+3 p=O 

I+l..p k k 

X n (Y~n-l) n (Y~n_l-l)+ n (Y~n_l-l) 
n:l+2 .=1 +3..p '=1+2 

1-1 I .. 

X.6 (Y2q-l + YZ q) .6 (YZ.+2/> + Y2q+1+2P) 
.=1 P= 0 

P+. 2 I 2 } 
xn(Y2._1-1) n (Y2n-l). 

"=2 "~+Q+1 

(2. 132) 

In Fig. 23 we display a graph of a typical term from 
each of the four basic terms in (2. 132). In the last two 
graphs the "even" and "odd" structure of (y~ - 1) should 
be noted. 

6. Final form for L 2k + 1 

Equation (2.132) is the result of summing L21z+I (l, m) 
subj ect to the restriction 1 + m = k - 1. We now claim 
that LZIz+1 «defined by (2.86) J is in fact 

k-l k-1-1 

LZk+1 = - t( Y1Y2k+l - 1) .6 (Yzl+1 + Y21+2) .6 (YZI+2+2m + YZI+3+Z m) 
1=0 moO 

I+m+l {k 
X n (Y~n-1 -1) l!2 (Y~.-1 - 1) (YZI+3+2m 
n=l~ n_ 

n~1+2, ••• , '+m+2 

k 

n 
.=Z 

n~1+1. Z+2 ••••• 1+m+1 

1+1 

(Y~n-1-1)(Yzl-1+Y21)(y21+Y2'+1)+ n (Y~n_l-1) 
n=2 
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odd 
·"e 

odd 
···0 

odd 
···s 

21-1 21-1 2/.2 2t<3+2m 
odd 

e"· 

a e~~de a ee~eno a o~·de Q 
2/+1 2/+2 2/+3-2m f 2q 2q+1 

2t+3"'2m+2p 

a s ~ds a se.~ens a sad.d s Q 
2q-1 2q 2q+2p 2~+2p+1 2/-1 2/+2 2/+3+2m 

FIG. 24. Graphs of terms appearing in L 2kt! as given by 
(2.133). 

k .-1-2 
X .~3 (Y2. + Y2.+t) Jj (Y21+3+2m+21> + Y21<4+2m+21» 

add 
e·" 

I~~~ k k 

X IT (Y~n - 1) IT (Y~n-t - 1) + IT (yin-t - 1) 
n=l+m+2 n=l+m+3~ no 1+2 +m 

1-1 I.. .~ 

X 6 (Y2o-t + Y2q) ); (Y2.+21> + Y2.+t+21» IT (yin_t- 1) 
4=1 t;6 n=2 

X n (Y~n - I)} . 
nr::p+Q+1 (2.133) 

A graph of a typical term from each of the four basic 
terms of (2.133) is shown in Fig. 24. Figure 24 should 
be compared with Fig. 23, the m == ° case of Fig. 24. 

To demonstrate (2.133) one can proceed in two ways. 
The first method is to repeat the analysis starting at 
(2.101) leading to (2.132) where now I +m is fixed to be 
less than k - 1. This will result in (2.133). Alternative
ly one can study special cases and note that the general 
case (2.133) is obtained from the specific case (2.132) 
by letting I -I + m in certain terms containing the index 
I. These special cases indicate the transition from Fig. 
23 to Fig. 24. 

7. Proof of (2.38) 

Using (2.133) in (2.47) we obtain an integral repre
sentation of the left-hand side of (2.38). We now com
pare this with the integral representation of the right
hand side of (2.38) and demonstrate that the two repre
sentations are identical. This will establish (2.38) as 
an identity which in view of Lemma 2.1 proves 
Theorem 1. 

Consider the right-hand side of (2.38). A graph of a 
typical term is shown in Fig. 25 (the labeling is first 
g21+1' then g2m+l' and finally L v g2(k_m_ll_t where we use 
Lemma 2. 3 for this last term). This graph can be made 
equivalent to the last graph of Fig. 24 by rearranging 
the graph in the order 1-2-3-4-5 as indicated in the 
figure. The factor "2" on the right-hand side comes 
about since there are two graphs in Fig. 24 to each 
graph in Fig. 25. The first two graphs are a degenerate 
form of Fig. 25 graphs. 

Thus Theorem 1 is proved. 

III. THEOREM 2 AND THE FUNCTION Ij!(t; v,X) 
A. Differential equation and the functions 1j!2n + 1 (t; v) 

We define z/!(t;lI, x) by Eq. (1. 7). In terms of the func
tion G(t;v, A) the definition of z/!(t;v, A) is 

GU;lI, A) == tanh(tz/!(t;lI, X)]. (3.1) 
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From either (1. 7) or (3.1) and either (1. 3) or (2.7) 
it follows that Z/!(t; II, A) satisfieS the differential equation 

z/!" + f z/!' == t sinh(21/J) + ~II sinh(1/J) (3.2) 

with 

1/J(t; v, A) - 2g1 (t; v) X (3.3) 

as t approaches infinity along the positive taxis. 

The A expansion of the function G(t;lI, A) [see Eq. 
(1. 5)J induces a corresponding A expansion for the func
tion IJ!(t; v, A), 

z/!(f;II,A)==t A2n
+11J!2n+t(t;II). (3.4) 

n=O 

The defining relation (3.1) in conjunction with (1. 5) 
requires that 

gl (t; II) = tz/!t (t; II), (3. 5a) 

g3(t;lI) = tIJ!3(t;V) -H~z/!l(t;II)J3, (3.5b) 

g5(t; If) = ~1J!5(t; II) + [tz/!t U; 1I)]2[tIJ!3(t;II)J + -IsHlJ!l (t; II)J5, 

(305c) 

etc. 

The content of Theorem 2 is the assertion that the 
functions z/!2n+l(t;lI) as defined by (3.1)-(3.5) possess 
the representation (1. 9). To prove Theorem 2 we define 
z/!(t;lI, A) by (1. 8) and (1. 9) and demonstrate that either 
(3.1) or (3.2) is true. We choose to demonstrate (3.1). 

If (3.1) is true, then it certainly follows that 

oG 1 2[l]OIJ! ax =2 sech 21J! OA 

== t[l- tanh2(H)] :~ 

=HI-G2(t;II,A)J ~~. (3.6) 

With the boundary condition 

G(l;II,O)==l (3.7) 

and the assumption that (3.6) is true, it follows that 
(3.1) is true. Equation (3.6) can be written in the 
equivalent form 

H2k + 1) ~k+l (t; II) 
k-l 

== (2k + 1) g2k+l (t; II) + 6 ~[2(k - m) - IJ IJ!2Ik_m>_1(l; II) 
moO 

m 

x:0 g21+t(t;lI)g2(m_O+t(t;II). 
1=0 

(3.8) 

FIG. 25. Graph of a typical term from the right-hand side of 
(2.38). The numbers beneath the graph represent the ordering 
to be followed to show equivalence with the graphs of Fig. 24 
(in this case the last graph). 
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40'" ". 
:3 2n 

2 I 2n+1 

FIG. 26. Quantity (3.11). 

B. Graphs and a lemma 

The defining equation (1. 9b) can be written in a 
slightly different form 

l/!Zft+i(t;V) = 2n:l j"" dY1··· j'" dYZn+i 
i 1 

2 ... 1 exp(- ty
/

) (YI -1)" 1 
X Xli (y} _ 1)1 2 YI + 1 Y, + YI+1 

[

2ft+1 2".1 ] 
X n (y/+1)+ n (Yr1) • \.:.9) 

/=1 /-t 

To prove (3.8) it will be useful to rewrite the term 

(3. 10) 

appearing in (3.9) in a different form. To help visualize 
the structure of these terms a graphical representation 
will now be introduced. 

Since the factor (Y2ft+1 + Y1) appears in the denominator 
of the integrand of (3.9), the linear graphs introduced 
in Sec. II are not the most convenient. We use circular 
graphs to emphasize the cyclic nature of the integrand 
in (3.9). Thus the factor 

(3.11) 

is represented by a circular graph of 2n + 1 points (see 
Fig. 26). We adopt the same rules as in Sec. IT concern
ing "loops" and "circles." 

Thus the integrand factor 

5 
(yi -l)(y~ - 1)(Y3 + Y() H1 (YI + YI+1)-' (3.12) 

has the graph shown in Fig. 27. As in Sec. IT we omit 
the term n;:;1 (y, + YI+1)-1 that multiplies the various 
factors in (3.9). Thus, for example, when we speak of 
the graph of the factor 

(3.13) 

that appears in an integrand with five variables we al
ways mean (3.12). 

Furthermore for the graphs considered in this section 
we make the additional restrictions: 

(i) All graphs have an odd number of points. 

(ii) All graphs have an odd number of loops. 

(iii) Following any loop there immediately follows 

A4 
2V5 

F1G. 27. Quantity (3.12). 
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?r\4 
V 5 

I 
a 

I 

F1G. 28. Quantity 05(3). 

another loop or a circle. If a circle follows, then either 
a loop or a point must follow this circle. If a point fol
lows, then a circle must follow this point. 

(iv) The sign of a graph is defined to be (_1)NC where 
Nc is the number of circles appearing in the graph. The 
integrand associated with the graph carries this sign. 
As a result of the above rule, Nc = HK - L) where K is 
the total number of points of the graph and L is the 
number of loops in the graph. 

With these restrictions in mind we make the follow
ing definition: 

GK(L) = the sum of all labeled graphs of K pOints with 
L loops. 

As an example the set of graphs G5(3) is shown in 
Fig. 28. 

(3.14) 

We use the word graph and the integrand associated 
with such a graph interchangeably. With this under
standing we now prove 

Lemma 3.1: 

(3.15) 

Proof: At any site ~n a ",raph of 2k + 1 points there 
are five different configurations at this site (see Fig. 
29). We represent each possible configuration at a site 
by a vector: 

ILL)~G} ILJ~ U). IL')~@ , 
~?\ (tl 

!P)~\U ' ,c)~(D ' 
(3. 16) 

Now consider the points j and j + 1 in a graph. We as
sume j has the configuration I a) and j + 1 has the con-

loop in - loop out {LLl 

loop in (LII 

point (PI 

. ... circle (el 

FIG. 29. Five distinct configurations at a site. 
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9l+? Yj+Yj+1 

C'C\ Yj+Yj+1 ] ]+1 

Q 
{~, . 1_ 2 

] YJ+I 

A YJ+ Yj+1 
J J+I 

CY:\ Yj+Yj+1 j j+1 

II 2 
j+1 I-Yj+1 

. @I C 
j ]+1 

. II . 
i j+1 

FIG. 30. All possible configurations at sites j and j + 1 with 
their respective weights. From this Fig. (3.18) follows. 

figuration I jJ) (a, f3 = LL, L1/, L I> C, or pl. To this 
part of the graph we assign in accordance with the above 
rules an integrand factor. We denote this factor by 

(a I M(j,j + 1) I (3). (3.17) 

Using the graphical rules we have (see Fig. 30) 

YJ + YJ+1 0 Y.I + YJ+l 0 0 

Y'+YJ+1 0 YJ +:Vi.1 0 0 

M(j,j+1)= 0 0 0 0 1- Y~+1 (3.18) 

0 0 0 1 - YJ+1 

0 1 1 0 

To avoid double counting the circles we assign the 
weight one when they occur at site j and the weight 
1- Y}+1 when they occur at site j + 1. Then we have 

± G2k+1(2j+1)=Tr12n1 M(j,}+l)t, (3.19) 
J=O J=1 ( 

where Y2M2 =Y1' ' 

If we make the similarity transfci '~,l':m 

M(U + 1) c= VM(j,j + 1) v-t, (3.20) 

where 

[1 
1 0 0 

~l 
0 1 1 

Vc;: -1 0 0 
0 1 -1 
0 0 0 

(3.21) 

then 

Yj+YJ+t :Vj + YJ+1 0 0 0 

0 0 0 0 2(1- Y~+t) 

M(j,j + 1) = 0 0 0 0 0 

0 () 0 0 0 
1 1 0 0 0 2' 2' (3.22' 

Thus (3.19) can be written as 
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6 G2k+t (2j+1)=Tr IT V(j,j+1) k {2k+1} 
'=0 J.t 

with 

(

YJ + YJ+t 

V(j,j+1)= ~ 

We write (3.23) as 

Tr {2nt 
V(j,j + I)} 

Jot 

o 
1 
2' 

= Tr{[B(l) V(1, 2) B-1(2)][B(2) V(2, 3) B-1(3)]··· 

x [B(2k + 1) V(2k + 1, 1) B-1 (1))}, 

where we define 

(3.23) 

(3.24) 

(3.25) 

B(j)= [! :i _~jy~lJ. (3.26) 

t t - YJ - 1 

From (3.24) and (3.26) it follows that 

B(j) V(j,j+1)B-1(j+1) 

= [Yl.::~:.: -! : - "j.t + :y,.t J. (3.27) 

o 0 YJ+1 - 1 J 
Since the second column of the matrix in (3.27) con
sists of all zeros, the matrix elements (Y~+l + tYJ+1- t) 
and (- Y~+l + tYJ+t +~) do not affect the value of (3.25). 
Hence these terms can be set equal to zero when eval
uating the trace in (3.25). Doing this we see that (3.27), 
(3.25), and (3.23) imply that (3.15) is true. 

C. Proof of (3.8) 

If we use Lemma 3.1 and let n - k - m - 1 in (3.9) 
we have 

(3.28) 

Each term in G2k+t (2j + 1) contains at least one loop. 
Since the first term in square brackets in (3.28) is in
variant under cyclic permutations of the integration 
variable labels, each term in G2ht (2j + 1) may be cycli
cally permuted (by cyclically permuting the labels on 
the graph) so that one of the loops occurring in 
G2h1 (2j + 1) connects the points "1" and "2k - 2m - 1." 
We denote this permuted version of (3.28) by placing 
a prime on G2k+1(2j + 1). 

Now consider the right-hand side of (3.8). If we use 
the definition of the functions g21+1 and g2( ..... I)+t (see 
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n_ n • •• n • • n m 

I 2k+1 I 
2k-2m 

FIG. 31. Typical graph occurring in argument following 
(3.32). 

Theorem 1), the permuted version of (3.28) just de
scribed, and the identity 

k-l k-l-m k-l k-l-J 
~ ~ =~ ~ , (3.29) 
moO J.O J=O moO 

we have upon letting j - j + 1 in the first sum of the 
right-hand side of (3.29) 

11-1 m 2 (k _ m) - 1 
~ ~ 2 1/12 (II-ml-l g21+1 g2<m-ll+l 
m.O 1.0 

(3.30) 

The primed graphs in G~k-2m_1 (2j - 1) all contain a 
factor (Y211-2_1 +Y1) which is canceled in (3.30) by the 
same term that appears in the denominator. Hence to 
give a graphical representation of the term [valid when 
used in (3. 30)] 

G111_2_1 (2j - 1) 

Y2ll-2 m.1 + Y, 
(3.31) 

we imagine starting with the sum of graphs of 2k - 2m - 1 
points and 2j -1 loops. Each graph's labels are cycli
cally permuted so that a term (Y1 + Y211-2_1) appears 
(that is, a loop from "I" to "2k - 2m - I"). When this 
loop is removed from each graph the result is (3.31). 

We now claim that 

(3.32) 

where equality in (3.32) is used in the sense that the 
left-hand side and the right-hand side lead to identical 
results when used in (3.30). 

Consider the set of graphs Ga +! (2j + 1). We cyclically 
permute the labels of the graphs such that a loop con
nects the points "I" and "2k + 1." Imagine proceeding 
from 2k + 1 until two loops are encountered. This sec
ond loop must start at an even label which we denote by 
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2k - 2m (see Fig. 31). Clearly the smallest m can be 
is zero which corresponds to the three loops together 
(see Fig. 32). The largest m can be is k - j since the 
graph must contain 2j + 1 loops in all. Thus the set of 
permuted graphs with the points 2k - 2m + 1 to 2k omit
ted with just one loop between these points and 2j + 1 
loops in all is 

G2k_2m-l (2j - 1) ()( ) 
Y 

+ Y Y211+1 + Y1 Y211-2,"-1 + Y211_2m • 
211-2,"-1 1 

(3.33) 

The remaining terms in (3.32), i. e. , 

II 

+ Y211-2m+21+1) f1 (Y~J - 1) 
J=k-m.,.l 

are just all ways of putting in the final loop. The factor 
(- l)m gives the correct sign for the m inserted circles 
between 2k - 2m and 2k + 1. Summing this from m = a 
to k - j gives all possible (permuted) graphs in 
G2k+1 (2j + 1). Hence (3.32) is true. 

Using (3.32) in (3.30) we have that (3.8) can be writ
ten as 

(3.34) 

where we identified (2k + 1) g2k+1 as G2kt1 (1). Using 
Lemma 3.1 we see that (3.34) is just i(2k + 1) 1/1211+1' 

Thus we have proved (3.8) and hence Theorem 2. 

From Theorem 2 we can prove that underlying the 
nonlinear differential equation (3.2) and hence the 
Painlevl! equation (1. 1) with the restriction (1. 2) there 
is an associated linear integral equation. 

Consider the integral operator K defined on 
L2(1,oo,dU±) by 

(Kf)(x) = ~'" du±(y) exp[ - O(x + y)](x + y)-lf( y), 

where the measure du± is 

(
y -1) ~±1/2 

du* =du*(y) = Y + 1 dy. 

The scalar product is 

(g,f)±= it'" du±(y)g(y}f(y). 

(3. 35a) 

(3. 35b) 

(3.36) 

The operator K is Hilbert-Schmidt for all real 0> O. 
As 9 - a the Hilbert-Schmidt norm of K approaches 
infinity (the approach is -lnO-1). We denote by 7I.j(O, II) 

--_ C¥"),C"J __ _ 
2k-1 2k 2k+1 I 

FIG. 32. Case m=O in argument following (3.32). 
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the eigenvalues and by <fJj(Xi9, II) the orthonormal eigen
functions of K. For brevity we sometimes write ;\., for 
~j(9, v). Thus we have 

(K<fJj)(x) =~j(9, v) <fJj(xi9, v), (3.37) 

where + (-) refers to the measure duo (dU.). 

We now prove 

Corollary: The Painlev~ transcendents 1/(9ill,;\') of 
Theorem 1 possess the representation 

.. (1- ~+;\.).i .. (1- ~.;\.) oj 
1/(9i ll';\.)=Dt ~ 11 ~ (3.38) 

where 

aj = aj(9, II) = (~Wl ~ .. d, 1 ~ .. du~(y) 

xexp(- 'Y) <fJl(Yi9, II) 12. (3.39) 

Proof: Using 

(Y2n+t + Yt)·t = 10" dt exp[ - '(Yt + Y2not)] 

in the representation (1. 9b) of the functions l/!2n+t (ti II) 
we see we can write l/!2n+t (ti II) as 

where 

e(y) = exp(-(, + 9) y]. 

Using Mercer's theorem we can write (3.40) as 

1J!2n+t(ti ll) = 2n2+1 f" d, {t (~Wnl(e,<I>j)+12 
o ,.t 

(3.40) 

(3.41) 

+~ (~j)2nl(e,<fJjU2}. (3.42) 

Recalling the elementary relation (valid for Ix 1< 1) 

f; _2_ x2n+t =In(l +x) , 
,;;{ 2n + 1 1 - x 

we can conclude from (3.42) and (1.8) that for 1;\.1 
< min[(~i>·t, (Jei).t] (where ~i:;,;\.2:;' ••• and ~i:;' "i:;' ..• ) 
1fJ(t; II,;\.) has the representation 

1J;(t;v,;\.) = f" d, {t (~j).tl(e,<fJj)+12InG~~!~) 
o ,. , 

+ ~ (;\.j).t 1 (e, <fJj>.12 In G ~ ~~~)} . (3.43) 

Defining aj by (3.39) and recalling (1. 7) we conclude 
that the Painleve transcendent 1/(9ill,;\') is given by 
(3.38). 

From (3.38) we see that the closest singularity in the 
complex;\. plane occurs at min[(;\.V·t , (;\.i)·t]. This gives 
the radius of convergence of (1. 7) in the complex ;\. 
plane. The restriction I;\. I < min[(;\.V-t , (;\.i)-t] can be 
lifted in (3.38). From the theory of analytic continua
tion we know that, for fixed 9 and 11,1/(9;11,;\') is given by 
the right-hand side of (3.38) whenever the infinite 
products converge. A necessary condition that (3.38) 
converge in the complex;\' plane is ;\. 0# ± (;\.j).t and 
~o#±(Aj)·t for all j. We conjecture this is also sufficient. 
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It is an open problem to compute the quantities ;\.j 
and a, appearing in (3.38). 

IV. THEOREM 3 AND COROLLARIES 

A. Formal small-t expansion 

A formal small-t expansion of the differential equa
tion (3.2) is 

00 J+1 
1J;(t) -- alnt -lnB +I; 6 ai,kti-~(j+Z-2A). 

i.l hl 
(4.1) 

The coefficients aJ,k are determined from (3.2) by 
equating like powers of t and are unique functions of a 
and B (and II). The requirement that (4.1) be asymptotic 
as t - 0 requires that 

-1 <Rea< 1, (4.2) 

but otherwise the coefficients a and B are arbitrary. 
If we define 

w(t) = exp[ - 1J;(t)], (4.3) 

(4.4) 

is a formal small-t expansion of (1. 3) where we again 
assume (4. 2). The coefficients b i ,k can be determined 
from either (4.1) and (4.3) (assuming ai,k are known) 
or directly from the differential equation (1. 3). The 
first few coefficients are 

etc. 

bl,l = - II B-1(1_ a)-a, 

bl ,a=BII(1+a)-Z, 

bZ,l =tllzB-z(1- a)-. - hB-Z(1- a)-Z, 

bZ,2 = - 112(1 + a)-l(1_ a)-2, 

bZ,3 =hBz(1 + atZ + iIlZB Z(1 + at" 

(4.5) 

Computation of the coefficients of the terms t3-3~ and 
t4-4~ (ba,t and b4 ,l' respectively) in the expansion (4.4) 
shows that these terms are zero. This is a general 
result, i. e. , 

bn,l =0, n=3, 4,5,···. (4.6) 

To prove (4.6) we can proceed by induction. Since the 
argument is straightforward we omit the proof. Thus 
for n:;. 3 there are no terms of the form tn-"~ in (4.4). 

When a = 0 (4.4) becomes a formal power series ex
pansion in the variable t about the point t = O. This 
formal power series can be shown to converge. The 
result that there exists a one-parameter family of solu
tions to (1. 3) such that the point t = 0 is an analytic 
point is known. 1,2,5 FUrthermore when t = 0 (9 = 0) is an 
analytic point, the solution to (1. 3) is known to be a 
meromorphic function. l ,2,5 
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B. 1/12n + 1 (t; V) and I/I(t; v,A) as t -+ 0 

We define for n ~ 2 

I/!n(t; II)==~ 100 

dYl .• , fOO dy i1 exp(- fYI) 
nIl nf =l Yf +Yf+l 

x [£1 (Yf -1) v-lIz + n(Yf -1) V+1/2] 
J;1 Yf+l f=l YJ+1 

(4.7) 

with Yn+l == Yl (this merely defines I/!n for even integers 
and coincides with Theorem 2 for odd integers). 

Lemma 4. 1: As t - 0 along the positive real axis 

I/!n(t; v) = an In (~) + Bn + 0(1) (4.8) 

where 

Xn+l == Xl, and 

Bn=B~l)' +B~1)" , 

with 

and 

(4.9) 

(4.10) 

(4.11) 

B~l)" =~lim { roo dYl .•• 1" dYn i1 exp(- tYf)(yf +Yj+l)"l 
nt-O J1 1 J=l 

X r fi (Lt -1) v+1/z + fi (YJ -1) v_
1/2J 

G=I YJ+1 i=l Yf+1 

-2100 

dYl •.• [dYn n exp(- ty J)(yJ + Y J+ltl 
o 0 n. 

X[l-eXP(-Yt)]}, (4.12) 

with Ii(x) denoting the Dirac delta function. 

Proof: Let F(y) be such that F(y)/y is bounded for all 
Y > ° and F(y) - 00. Define 

n 

8 =8(Y11 Ya, .• , ,Yn) = n e(Yi - 1), 
}=1 

where 

'(X)~~ if x> 0, 

if x~ O. 

We write 

1083 

[ 

n (Y 1) "+1/2 
X 8(Yl>" ·,Y.) n ~1 

J=1 Yj + 

n (Y 1)"-I/Z ~ + 8(Yll .•. , Yn) n -!...1.::...::.1 - 2F(Y1) +Im 
J.I Y j + 
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(4.13) 

(4.14) 

(4.15) 

where 

In=- dYl'" dy,F(Yl)nexp(-tYj)(yj+Yj+1)"1. 41'" 100 

n 
n 0 0 J=1 

(4.16) 

The limit t - 0 exists for the first term in (4. 15) (that 
is for the quantity I/!. -In). 

We choose 

F(y) = 1- exp(- Y) (4.17) 

which clearly satisfies the above two requirements of 
F(y). Thus B~l)" is just the t-O limit of <Pn-In with the 
choice (4.17) for F(y). 

We make the change of variables 
n 

P=6X" x j =P-1
Yi' j=l, 2, . .. ,n, 

f=l 

in (4.16) with the choice (4.17). 

Then 

(4. 18) 

In = roo dp exp(- tp) (1 dX1 • .. (1 dx.1i (1- BXi) Jo P )0 Jo j:1 

n 

X [1- exp(- PX1)] n (Xi + Xl +1)-1. 
j=l 

If we make use of the identity 

In (~) = J:oo di [exp(- ~y) - exp(- ~x)], 

then In becomes 

In = 11 dXl'" 

+0(1) (ast-O). 

This proves the Lemma. 

From (4.8) and the fact that 
00 

I/J(t; II, A) =.6 A2n+1 I/Jzn+t<t; II), 
n=O 

we conclude for I A 1< 1/7T 

I/J(t; II, A) = + alnt-l-lnB +0(1) 

as t - 0+ where 

n-O 

and 
00 

-InB=6 A2n+lB2n+ll 
n'O 

(4,19) 

(4.20) 

(4.21) 

(4.22) 

(4.23) 

(4.24) 

(4.25) 

where a2n+l and BZn+l are given by Lemma 4. 1. For the 
steps (4.23)-(4.25) to be completely rigorous we must 
ensure that the error estimate in (4.8) remains 0(1) 
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when summed over n in (4.22). We do not present a 
rigorous proof of this point. Heuristically, if one sums 
the leading term in the 0(1) term in (4.8), then the re
sult is still 0(1). Also the function B(a, v=O) was com
puted numerically by a procedure independent of the 
steps (4.23)-(4.25) and to within numerical accuracy 
(five to six decimal places) the result agrees with that 
given by (1.12). 

C. Computation of an 

Lemma 4.2: H we denote by an the quantity defined 
in (4.9) then 

(4.26) 

where B(x, y) =r(x)r(y)/r(x + }') is the beta function. 

Proof: Consider the integral 

n-l 

I n = fo ro dXl ... foro dXn n (x j + x j +1)-1 exp(- Xl - Xn). 
J=1 

(4.27) 

Let 

n 

A=B xi' j=1,2, ... ,n-l, (4.2S) 
j=1 

then the Jacobian is 

(l(X!, X Z' ••• ,Xn) _ A"-1 
a( Ql, O!Z' ••• , Q!n_l' X) -

(4.29) 

Since there are (n - 1) factors in the denominator of J., 
we get 

(4.30) 

where Q!n+l'" Q!1' Hence in view of (4.9) we have shown 
that 

(4.31) 

To evaluate (4.27) we use the method of Mellin trans
forms. If we define 

F(C) = foro x-t f(x) dX, (4.32) 

then for f and f{E L Z we have the Mellin convolution 
formula 

;:

00 1/1/Z+100 
f(x)f{(x) dx =-2 . F(i;)G(l- i;) di;. 

o 7Tl 1/2_;00 
(4.33) 

Now the Mellin transform of (x + y)-l is 

x-c --dx=-.--v-c 100 1 1T 

o x+}' sm1Ti;"" 
(4.34) 

where 0 < Rei; < 1 while that of exp(- x) is of course 
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rOO C 
I, X- exp(-x)dx=r(l-i;) . . 0 

Therefore, 

1 11 IZ+I~ (1T ) n-l 
I n =-2 . di; -.-,. r(l- i;)r(S) 

1Tt l/Z_iro sm1T!, 

=-. dt;--
1 ;: 1 1 Z+I 00 (1T ) n 

21Tt l/Z_lro sin1Ti; 

1 n-l fro d t 1 1 n-ZB(' /2) 
= 21T ,00 ~ (cosh1T~)n 271 2, n , 

Therefore, (4.31) and (4.36) prove the Lemma. 

(4.35) 

(4.36) 

The result (1. 11) of Theorem 3 now follows from 
Lemma 4.2. We note that for n odd, (4.26) can be 
written as 

D. Relating Bn to integral equations 

From (4.11) it follows that 

B~I)'=i (ro dA [ ldxl'" rldXnO(l_tX) 
nJo Jo Jo J=l '} 

n-l 

X lUXl n (x j + X )+1)-1 exp[ - X(XI + x n)]. 
j=l 

(4.37) 

(4.38) 

Reversing the steps that went from (4.27) to (4.30) we 
see that (4.38) can be written as 

n.l 
Xln(YIA-l

) II (yj+Yj+lt
1 exp(-Yl-Yn) 

j.l 

=i l ro 

dYl '" fro dYn In( YI ) 
n 0 Jo Yl + ... +Yn 

n_1 

X II (y j + Y j+l)-l exp(- :VI - Yn)' (4.39) 
j=l 

USing identity (4.20) for the logarithm term in (4.39) 
we conclude 

X {exp[- ~(yl + ... +Yn)]- exp(- ~Y1)} 

n-I 
X II (y j +:v j+l)-l exp(- YI - :Vn). 

j=1 
(4.40) 

We now wish to split the above integral into two parts. 
However as it stands, the integrals taken separately 
are divergent. Thus we write 

B~l)' = lim [B~I leE) + B~2l(E)], (4.41) 
• ~o 

n-l 

Xexp[- (1 + ~)Ytl n (yJ +YJ+1>-l exp(-y n) 
J=l 
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and 

.-t 
xexp(-Yt) n exp(- ~YJ){yJ+Yi+t)-t 

i=t 

(4.43) 

We let xi ::= ~y i in this last expression (and then followed 
by t = 1/0 to obtain 

(4.44) 

Since we are interested only in the t - 0 limit of the 
integrals occuring in (4.12), we may write B~I)" as 

B~1)" =~lim{ 1~ dYl'" f~ dYn 
n t-O 1 1 

n [ n ( . _ 1) v+1/2 
X exp[ - t{Y1 + Y.)] n {YJ + YJ+1)-1 n ~1 

j=1 j.l Yi + 

+ n ~ - 2 dYl . . . dy. · ( 1) v_l/j 1~ 1'" 
}=1 Yj+1 0 0 

x exp[ - f(YI + Yn) ]~l (y j + Yi+1>-1[ 1 - exp(- Yl)]} . 

(4.45) 

That is, we do not change the value of (4.12) if we set 
t = 0 in exp(- tyz), ... , exp(- tYn_1) and leave only the 
factor exp[ - t(YI + Yn)]. As we did for B~I)', we break 
B~l)" into a sum of terms. As (4.45) stands, the indivi
dual integrals are divergent. First we use 

exp[- [(YI +Yn)] = 1'" d~ exp[- ~(y + v)] 
)'1 + Yn t 1 . n 

in (4.45) and then write (also let t - E) 

B~l)" = lim [B~3) + B~4)(E) + B~5)( E)], 
'-0 

where 

(4.46) 

(4.47) 

B~3)(E) =_iJ,_1 d~ 1~ dYI·· .[~ dy.[ 1- exp(-Yl)] 
n, 0 0 

.-1 
Xexp[_ ~(yl +Y.)] n (y} +y,+l)-1 

} =1 

= _ ij,_1 dt i'" dX1 .. , r~ dXn 
n, t 0 Jo 

.-1 
X n (x} +Xj +l)-l exp(- x.), 

j=1 

21'" 1'" 1'" B(4)(E) =- d~ dv'" dy 
n n. 1·1 1 n 
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(4.48) 

and B~5)(E) is just B~4)(E) with !J-~ replaced by !J + tin 
(4.49). 

Comparing (4.42) and (4.48) we see that 

.-1 

xexp(-x1) n (xj+Xj+I)-lexp(-x.). 
j=l 

(4.50) 

The ~ integration is now decoupled from the Xj variables 
so that (4. 50) is simply 

(4.51) 

where we used the results of Lemmas 4.1 and 4.2. 

The quantities B~2)(E), B~4)(E), and B~5)(E) remain to 
be computed. Equations (4.44) and (4.49) are in the 
form of an iterated kernel. Therefore, we now examine 
the integral equations associated with these kernels. 

E. Integral equations 

Lemma 4.3: 

1'" d ,(Y _1)" ¢p.vlv) -A 1> (x) 
1 ) Y + 1 x + y - P p. v 

with 

Ap=rrsechrrp, O~p<oo, 

¢p,v(x) = Cp,vF(~ + iP, ~ - ip; 1 + v; ~ - ~x), 

(4.52) 

(4.53) 

(4.54) 

where F(a, b; c; x) is the hypergeometric function and 

Cp •v =[rr-1r-Z(v + l)p sinh7Tpr(~ + v +ij))r(~ + v _ ip»)l/2. 

(4.55) 

Furthermore the ¢p,v(x) are orthogonal, i. e., 

(4.56) 

where 6(x) is the Dirac delta function. 

The functions ¢p,v(x) can alternatively be expressed 
in terms of Legendre functions 6 

(4.57) 

Lemma 4.3 is a special case of the inversion formulas 
for the generalized Mehler-Fock transform. 7,8 

To compute B~2)(E) we need 

Lemma 4.4: 

(4.58) 

where 

(4.59) 

and rt>t>,oW is the v=O case of (4054) and Ap is given by 
(4.53). 
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Proof: Consider the integral equation 

!~ exp[- (u +v)]g(v) dv = Ag(u). 
o u+v 

(4.60) 

We can write this as 

(4.61) 

If we multiply both sides of this equation by exp(- ~u), 
and if we integrate the result over u from zero to in
finity, then (4.61) becomes 

AGW= I"'d~' ~+\,G(n, (4.62) 

where G(~) is the Laplace transform of g(u) , i. e., 

G(~) = J'" exp(- ~u) g(u) duo o 

From Lemma 4.3, 

and 

A = AI> = 7T sech7Tp. 

From (4.61) and (4.63), 

(4.63) 

(4.64) 

(4.65) 

Letting f(x) = exp(x/2)g(u) , x = 2u we see that f(x) sat
isfies (4.58). The overall constant in (4.59) has been 
chosen so that 

B~2)(E) =~ r-1 
dl; roo dp (~h )" 

n Jo Jo cos 7Tp 

From Lemma 4.3 and (4.49) it follows that 

B~4)(E) =~ f'" d~ roo dp (_7T_) "-1 
n. Jo cosh7Tp 

xl (exp(- ~x), ¢P,v_1 dx» 12 

and 

where the scalar product in (4.71) and (4.72) is 

(4.70) 

(4.71) 

(4.72) 

Joo (x 1)" (exp(-~),¢p,,,(x»= 1 dx x:l exp(-~)¢p,,,(x). 

(4.73) 

Thus to prove Theorem 3 we need to compute the in
tegrals (4.70)-(4.72). 

F. Bn (21 (c) 

In (4.70) we do the I; integration first. Now 

JO·-I[P_1/Z+IP(1 +21;)]2dl;=i ftA[P_1/2+II>(Z)]2dz, (4.74) 

where z = 1 + 21; and 1\..=1 + 2C1
• We are interested in 

computing (4.74) in the limit 1\..- 00. 

(4.66) For any two Legendre functions Wv and w" on the cut, 

From Lemma 4.4 and (4.4) it follows that 

41<-1 10 00 

B~2)(E) =- dl; dp A;-l 1 (exp(- I;x), Xp(X» \2, 
n 0 0 

where 

(exp(- I;x), Xp(x» = J:OO exp[ - (I; + l)x] Xp(x) dx 

=(2AI»-1/21OOd~¢p,oW 

x 100 

dxexp[- (I; + U2 + i) x) 

=(2A)"1/2f"'d~ «PP.o(~) 
I> 1 I; + U2+ ~ 

Thus 

B~2)(E) =~ r-1 
dl; roo dp (~h p)" 1 <1->",0(21; + 1) 12. 

n Jo Jo cos 7T 

Using (4.57) for v = 0 we have 
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(4.67) 

(4.68) 

(4.69) 

we have9 

f wv(Z)w,,(Z) dZ = [(v - 0-) (v + 0' + 1)]-1 

x [(1- Z2) (Wv d~ Wo - Wo d~ w1J: 

Lettingv=-i+iP, O'=-~+ip', then we have in 
particular 

It Adz P _1 12+IP(Z)P _1 12+Ip'(Z) 

Writing 

(4.75) 

(4.76) 

P _1 I 8+11>'(Z)(P - p ')_1 = [p _1 12+lp' (z) - P -1 12+IP(Z)](P _ P ')-1 

+ P-1 12+IP(Z)(P _ p,)_l 

in (4.76) we obtain 

1 A dz P_1 12+I/Z)P -1 12+W(Z) 

_ 1\.. 2 _ 1 {p (1I..).i.. P _1/2+W(1I..) - P -1 12+IP(1I..) 
- p + pi -1/2+11> a1\.. p _ p' 
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_ ap_I/Z+IP(A) [P _l/Z+W(A) - P_1/2+lp(A) ]1, 
aA p-p' 

We now letp'-p in (4.77), 

(4.77) 

fA d [p ( )]a_ Aa_l (ap_I/Z+IP(A) ap_I/Z+IP(A) 
Jl z -l/a+11> z - 2p aA ap 

-P_l/a+IP(A) a;~AP-l/a+II>(A»). 
(4.78) 

We need to compute the right-hand side of (4.78) to 
order 0(1) as A - 00. Using Eq. (3.2.9) of Ref. 6, one 
can show for A - 00 (along the positive real axis) 

P (A) = (2/7T)1 laRe (2
1
I>r(iP) A-l/a+II»+o(l) 

-l/a+11> ret + ip) A . 

(4.79) 

We have also 

ap_l/a+IP(A) = 2-1 
la+IPr(ip)7T_1 la(_ .!. + ip)A-3 12+11> 

aA r<i +ip) 2 

+ complex conj. + O(A -a), (4.80) 

ap_l/a+lp(A) =[i ln2 +iljJ(ip) - iljJ(~ +ip) +i InA] 
ap 

2-1/a+l l>r(ip) -l/a+11> . X;;lIZr (t+iP)A + complex con]. 

G. B'n41 (e), B~61(e), and Bn 

The matrix element needed in (4. 71) and (4.72) is 
[recall (4.57) and (4.73)] 

(exp(- ~x), t!>p,v(x» 

100 (x 1)V/2 
=Cp,vr (1+v) 1 dx x:l exp(-~X)P:i/2+IP(X). 

(4.86) 

The integral (4.86) is known7,IO and the result is 

(exp(- ~x), cPp, v(x» =Cp,vr(1 + IIW1W_V"P(2~), (4.87) 

where Wk ,l'(x) is a Whittaker function. 11 Using (4.87) in 
(4.71) and (4.72) we have 

= ~ 100 

d ~IOO dp 1_11'_) .-1 P sinh7T'p 
n. 0 \cosh7T'P 7T 

x ~-2(r(1I + 1 +ip)r(1I + 1- ip )(W_1 12_".IP(2~»2 

+ r(1I + ip )r(lI- ip)(WI 12_v,IP(2W2j. (4.88) 

We first examine the ~ integration. Define 

(4.89) 

(4.81) and 

and 
(4.90) 

aap _l/a+IP(A) = i 2-
1 

la+IPr(ip) [(ln2 + '/'(ip) _ ,/,(.!. + ip) 
apaA 1?' 72r(t + ip) 'f' 'f' 2 Let Fj ,2(Z) be the respective Mellin transforms, i. e., 

+ lnA)(- ~ + ip) + 1]A -3 la+11> (4.91) 

+ complex conj. + O(A -a), 

where ljJ(x) = (d/dx) lnr(x) is the psi function. 

(4.82) Using (4.89) and (4.90) in (4.91) and interchanging the 
orders of integration so that the E integration can be 
trivially performed, we obtain 

Substituting (4.79)-(4.82) into (4.78) and using the 
relations r(ip)r(- ip) = 7Tp-l sinh-1(7Tp) and r(~ + ip) 
Xr(~-ip)=7Tsech(7Tp) the result 

J:A dz [p _l/a+IP(Z)]a 

= (7Tp tanh7Tp)-1[ln2 + InA + ReljJ(ip) - ReljJ(~ + ip) j 

1 (ra(iP) ( )2IP) () 
+ 27Tp 1m rza. +ip) 2A +0 1 

follows. 

USing (4.83) and (4.74) in (4.70) we obtain 

B(Zl(E:)=(J In(!)+~ l°OdP(_7T_) " 
" "E: 7Tn 0 cosh7TP 

x [ln4 + ReljJ(ip) - ReljJ(~ + ip)] _1. 7T", 
n 

where we used the result 

lim 100 

dp (_7T_) " tanh7Tp 1m ( r;(iP! (2A)2IP) 
A-oo 0 cosh7TP rZ(2+tp) 
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(4.83) 

(4.84) 

(4.85) 

and 

The integrals appearing in (4.92) and (4.93) are 
knownl2 and we have for ReZ > 0 

- r(Z + 2ip)r(Z)r(- 2ip) :tF2 (2iP +Z,Z, II +ipj 
- r(lI-ip)r(lI+ip+Z) 

.. r(Z - 2ip)r(Z)r(2ip) 
1+2iP,II+fP +Z j l)+r(lI+ip)r(lI_iP+Z) 

(4.92) 

(4.93) 

X:tF2(Z ,Z - 2ip, 1/- iPj 1- 2ip, 1/- ip +Z; 1), (4.94) 

where sF2(aba2,a3;bt,b2;Z) is a generalized hypergeo-
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Z-plane 

FIG. 33. Contour C used in (4. 95b). 

rpetric function. 13 From (4.92)-(4.94) we see that 
F I, 2(Z) has poles on the line ReZ = 0 at Z = ± 2ip and Z 
=0. To compute the small-f behavior of FI,~(d to order 
0(1) it is sufficient to study the behavior of F I ,2(Z) on 
the line ReZ = 0 since 

(4. 95a) 

(4. 95b) 

where (4. 95a) is the Mellin inversion formula and the 
countour C in (4. 95b) is shown in Fig. 33. The integral 
along the straight line lying in the ReZ < 0 plane is 
0(1) as f- O. 

We now examine F I ,2(Z) at Z =±2ip and Z =0. We 
first expand (4.94) about Z == O. For p > 0 

r(z +2ip)r(Z)r(-2ip) -Z-I r(2ip)r(-2ip) {I Z[lP(2') 
r(lI-ip)r(lI+ip+Z) - r(lI+ip)r(lI-ip) + tp 

- y-ljJ(v +ip)] +0(Z2)}, (4.96) 

where y = 0.5772· •• in Euler's constant. By definition 

3F 2 (2ip + Z ,Z , II + ip; 1 + 2ip, II + ip + Z; 1) 

== t (2ip +Z).(Z).(II +ip). 
n=O (1+2iP)n(lI+ip+Z)nn!' 

(4.97) 

where (a)n'" r(a +n)/r(a). Expanding (4.97) about Z = 0 
we have for p > 0 

sF 2 (2ip + Z , Z , II + ip; 1 + 2iP, II + ip + Z ; 1) 

'" 2ip 2 
=1 +z 6 (2' ) +O(Z ) 

n=1 n zp +n 

=1 +Z[IjJ(1 +2ip) +y] +0(Z2). 

Thus we have shown that for Z - 0 

1'" ~Z-2[WI/2_V,II>W]2d~ 
== 2Z-1 r(- ~iP )r(2ip? {1 +Z[ReljJ(2ip) 

r(1I- iP )r(1I + tp) 

- Re1J!(1I +ip) + Re1J!(1 +2ip)] +0(Z2)}, 

and hence for Z - 0 

FI (Z) =/_'17.2 + /_IZ'\ +0(1), 

where 
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(4.98) 

(4.99) 

(4.100a) 

/'2 = 1T[r(1I +ip )r(lI- ip)p COSh(l1-P) sinh(1Tp )]-1 
(4.100b) 

and 

/.1 ==/.2[2 Rel/J(2ip) - In2 - Re1J!(1I + ip)]. (4. lODe) 

To obtain the Laurent expansion of F2(Z) about Z = 0, 
one replaces II by II + 1 in (4.100). 

From (4.92), (4.94), and (4.97) we have for Z - ± 2ip 

~ (Z) 1 "'21/1+\ [r(± 2ip) ]2 1 ( 
F\ =±2ip 2 r(v±ip) Z ~ 2ip +01). (4.101) 

Using (4.100) and (4.101) in (4. 95b) and recalling 
(4.88)- (4.90) we have for f - 0+ 

= an In(!) - an In2 +..!.. ('" dp (_1T_)" 
f n1T Jo cosh1TP 

X[2 Rel/J(2ip)- t RelP(1I +ip)- t Rel/J(II +1 +ip)] 

. 41'" ( 1T ) n.1 {[ + hm - dp --- sinh7Tp 1m 2-21 1> 
e.O n7T 0 cosh7TP 

( 
r(2ip) )2 . ] 

X r(lI+ip) exp(-2tplnf) r(lI+ip)r(v-ip) 

+ 1m [2-U I> ( r(2ip) ) 2 
r(II+1+ip) 

x exp(- 2ip Ine)]r(v + 1 +ip) r(1I + 1- iP)}. (4.102) 

In deriving (4.102) we made the identification [see (4.31) 
and (4.36)] 

a -- d ---41" ( 1T )" 
n -1Tn 0 P cosh1TP . 

(4.103) 

The only nonzero contribution in the limit € - 0 to the 
last integral in (4.102) is in the regionp~O. A compu
tation shows this integral is - (1/n)1Tn

• 

We now use (4.10), (4.41), (4.51), (4.84), and (4.102) 
to obtain [note that the In(l/€) terms cancel] 

B == 3 ln2a _ - 1T" + - dp __ 7T_ 2 410'" ( ). 
n n n n7T 0 cosh1TP 

X[2Rel/J(ip)-tRel/i(v+iP)-tRel/J(II+1 +ip)J, (4.104) 

where we used the functional equation14 

1/J(21/J) ==tl/J(x) + h(x + t) + In2. 

H. 8(0, v) 

To complete the proof of Theorem 3 we must compute 
the sum (4.25) where we have shown that the coefficients 
are given by (4.104). Rather than regard B as a function 
of X and II, it will prove more natural to think of B as a 
function of a and II where a ==a(X) = 27T·1 arcsin(1TX). 
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Then for U < 1 (X < I/1T) it follows from (4.104) that .. 
- InB = 2:; B 21f• 1 X 2".1 

.,0 

(
1 + sin1Tu/2) 

=3Uln2-1n 1 . /2+11+12+13' - sm1Ta 
(4.105a) 

where 

1 = ~ ('" d In/cosh1TP + s~n1Ta/2) Re1jJ(ip) 
1 1T Jo P \cosh1Tp - sm1Ta/2 ' 

(4.105b) 

1 =-!l'" dPln(COShnp+s~n1Ta/2)Re1jJ(v+iP) (4.105c) 
~ 7T 0 cosh1TP - sm1Ta/2 ' 

and 

1 = -~1~ dp lul-cosh1TP + s~n1TaI2) (11 2 + p2)"1. (4.105d) 
3 1T 0 \cosh1Tp - slU'lI'a/2 

From (4. 105b) 

'01 I [ cosh1TP . ~ =: 4 COS1Ta 2 0 dp cosh21TP _ sin21Ta/2 Re1jJ(ip) 

I 1'" COShl1P . 
== 2 COS1Ta 2 dp h2 P . 2 'T'j22 Re1jJ(- ip), _'" cos 1T - sm 'lTv 

(4.106) 

where the second equality follows from the fact that 
ReljJ(ip) is an even function of p with no singularities 
on the real p axis. Im1jJ(- ip) is an odd function of p with 
a pole with residue - 1 at p == O. Hence 

2 cos1To/2 ( dp hZ c;Shrr~ 2 /2 Im1jJ(- ip) . In cos rr - sm 1Tf] 

(4.107) 

where the contour of the integration ~ is the real p axis 
from - 00 to - €, a semicircle lying in the upper half
plane centered at the origin with radius E, and the real 
axis from +E to + 00, The limitE - O· is then understood. 
Multiplying (4.107) by +i and adding the result to (4.106) 
we have 

/ In . cosh1TP 
2cos'1TO' 2 dpljJ(-zp) h2 p .:1 /2 

n cos 7T - sm '((O' 

= ~ _ 2.!!. In(l + s~nrrf] 2) 
of] da 1 - Sln1Ta 2 • (4. lOS) 

The integral 

_ / ( . coshrrp 
J 1 = 2 cosrrU 2 In dp 1jJ(- zp) cosh27fP _ sin217a/2 ' 

(4.109) 

can be evaluated by applying Cauchy's theorem to 

/ .£. . COSh17Z 
2 COS17a 2 dz ¢(- zz) hZ • 2 /2' (4.110) cR cos 1TZ - sm rra 

where the contour CR is shown in Fig. 34. Letting R 
- 00 in (4.110) results in 

(1 +a) (1- a) I J, = 7/J -2- + 7/J -2 - - 1T COS17O' 2(1- sin21Ta/2). 

14.111) 
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Hence from (4.108), (4.109), and (4.111) 

~ == (1 + a) + (1 -a) +.!!:... 10(1 + s~n21T(7 2). 
aU 7/J 2 l/i 2 da 1 - sm 1T(] 2 

(4.112) 

Since 11 «(]::::: 0) = 0 it follows from (4.112) that 

11=21nr(1~a)_21nr(l~a)+lnG~:~::~ n. (4.113) 

The evaluation of 12 is similar. We have for II> 0 

~ /2f" d ,/,( .) coshnp 
oa == - cosrra _.. 'P'1' V - iP cosh21TP _ sin2rra/2 ' 

(4.114) 

since Im¢(v-ip) is an odd function of p with no singulari
ties on the real axis. We again use the contour of Fig. 
34 (the semicircles are no longer necessary) with the 
result 

aI, 1 (1 + a \ 1 ( 1 - (7) 1 I aa =-a1jJ -2-+ V} -a1jJ V+-2- +acosrra 2 

j .. dp cosh1TP 
X _.. V + ip cosh2rrp _ sin21Ta!z . 

(4.115) 

The integral appearing in (4.115) is unchanged if we re
place (v+ipt1 by (lI_iP)-I. Hence 

~ 1 (1 +a ) 1 f 1- a) II rr 
'Oa == - -alP -2- + II - a7/J \11 +-2- +'2 cos '2 O' 

1 .. d 2 2)-1 cosh1TP 
X _.. P (v + p cosh2rrp _ sin21T<7/2 . (4.116) 

Integrating (4.116) [12 (a = 0) = 0] we have 

12=:_ln(l~a +1I)+lnr(1~a +V)-13' (4.117) 

It follows from (4.105a), (4.113), and (4.117) that 
B(a, II) is given by (1. 12). The small-t behavior (1. 17) 
of the functions g2".I(tj II) now follows from Theorem 3 
and Eq. (3.5). 

I. Small-t behavior of 71(t12; v,A) for A ~ 11'-1 

As a-I (A_rr-1) we have from (1.12) 

B(a, v)==b_2(1- at2 +b_1(1- atl +bo +0(1- a) 

(4.l1Sa) 

with 

(4. 118b) 

(4. l1Sc) 

-R+i ~_..-J 1'----. R+i 

FIG. 34. Contour C R used in (4.110) and (4.114). 
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and 

bo =t<ln2)2v- tv In2[1P{v) + ?/I(v + 1) + 4')'] 

+ftv h(v) + 1P(v + 1)]2 + 1P'(v + 1) -l/J'(v)} 

- h + ')Iv1P(v + 1) + ')I2v. (4. 118d) 

We now use (4.118) in (4.4) [also use (4.5)] and re
call that there are no terms of the form tn-no for n ~ 3. 
The limit a-l exists with the result that for t- 0 (along 
positive real axis) 

1](t/2; v, 11'-1) - ~t {v ln2t - C(v) lnt + 1/(4v)[C2(v) - In, 
(4.119) 

where 

C(v):::l +211[31n2 - 2')1-l/J(v+l)]. (4.120) 

We note that lim~o(4vtl[C2(v)-1]=3ln2-')I. 

The correction terms to (4.119) are most easily de
termined by using the differential equation (1. 3). For 
example, for the special case v == 0 we find3•4 

1](9; 0, 11'-1)==_ 90-1~58 (803 _ 802 +40-1) +0(690 5), 

(4.121) 

where 0= In(6/4) +')1. 

The case x> 1/1T can be similarly examined. We write 
for real positive ~ 

X::::: (1/1T) cosh(1T~), 

so that [see (1.10)] 

a::: 1 +2i~. 

(4.122) 

(4.123) 

We examine here the case II::: O. Then using (4.123) in 
(1.11) for v == 0 we see that (4.4) becomes for ~ > 0, t 

1)(t/2; 0, X) - 4~ t sinh(11'~ )Im{r2(_ i~) exp[2i~ In(t/8)]}. 

(4.124) 

If we write 

r(iy)::: Ir(iy)1 exp[i<1>(Y)] 

=[y Si:h1T)T /2 exp[i<1>(y )], 

then (4.124) becomes (t - 0, ~ > 0) 

1)(t/2; 0, x) - - 41~ t sin[2~ In(t/8) + 2<1>(~)]. 

(4.125) 

(4.126) 

Thus for X> 1T-1 there are an infinite number of zeros of 
the function 1)(t/2; 0, X) lying on the positive t axis with t 
=0 being a limit point of these zeros. The asymptotic 
spacing of these zeros follows from (4.126). The correc
tion terms to (4.124) [or (4.126)] can be found from the 
differential equation. 

The case X < 0 can also be studied. From (1.4) and 
(1. 5) it follows that 

1 
1)(t/2; II, - X) == 1/(t/2; v, X) • (4.127) 
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Hence we see that for X < - 1T-1, 1)(t/2; II, X) has an in
finite number of poles clustering to zero on the positive 
taxis. 

V. THEOREM 4 

We commence the proof of Theorem 4 by using (1. 4a) 
to rewrite the left-hand side of (1. 14a) in terms of G as 

[1 _ G2(t)]-1 /2 exp r" dt' {t' [G2
(t') - G,2(t')] 

J, [1 - G2(t')]2 

211 } 
+ 1 - G2(t') , (5.1) 

where G'(t)::: (d/dt) G(t). The first factor may be written 
in the form 

[ 1 _ G2(t)]-I!2 _ exp(-l.l"" dt 2G(t')G I(tl») 
- 2, [1 _ GZ(t')] 

and therefore Theorem 4 is established if we can 
demonstrate 

(5.2) 

Furthermore, because 12"(t;II) and G2(t) vanish exponen
tially rapidly as t - QO (5.3) will be demonstrated if we 
can show 

or, using the differential equation for G(t) (2.7) .. 
(1- G2)2 6 x2nH~(t;v) :::G2(1_ G /2 )_ GG"(l- G2). (5.5) 

n=1 

Here, all factors of t have been removed by use of the 
differential equation. 

To demonstrate (5.5) we first define in analogy to 
g21»1 (1. 6b) 

1 v 2k 1 1»1 
X (~) n n (Y~J-I - 1). 

Y i + 1 i·l Y i + y i+1 Jot 

Then it is seen from the definition (1.13) that 

Thus, if we define 

H(t;II, X)::: i5 x2n+lh2n+1> 
nol 

(5.5) reduces to 

(1- G2)2H ==G(l- G /2 ) -G"(l- G2) 

and therefore our theorem will be proven if we can 
demonstrate that 

(5.6) 

(5.7) 

(5.8) 

(5.9) 

(5.10) 
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The coefficient of ;\.Zn+1 of the left-hand side of (5.10) 
is 

hZn+1 - (gZn+1 - g2~+I) 

f .. j" Zn+1 exp(- ty ) = (- 1)n+1 dYI ••• dY2n+1 IT (2 1)Ih 
I I 1=1 YJ-

X LC...:.. IT IT (yL-1 - 1) (
y l)V 2n 1 { n+1 

Y J + 1 i=1 Y i + Y i+1 i=1 

+ n (Y~r 1) [1 _ (2~1 y) 2]}. 
i=1 J=\ 'J 

(5.11) 

Rewrite the term involving (L;y J)2, using 
n n 

I; (Y2J-1 +Y2J) I; (Y2k +Y2k+l) 
i=1 "=J 

=~ KJ;yr +2Y~I- ~Y~I-I} (5.12) 

to obtain for the term in brackets 

= IT (Y~i-I - 1) + IT (Y~J - 1) I; (Y~I - 1) 
n+i n [ " 

J=I i=1 1=1 

(5.13) 

Then use the identity 

(5.14) 

with 

X IT (Y~II - 1) IT (Y~12+1 -1) IT (Y~13 - 1) • 
i-I k-I n } 

11=1 ' 2=i 13=1<+1 (5.16) 

The first term in brackets in (5.16) gives the term 
2CzH in (5.10) and we note that after we expand the 
product 

(Y2J-I-Y2/)(Y2I,-YZk+I) 

(5.17) 
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that the first term on the right-hand side vanishes when 
used in the double sum over j and k in (5.16). Moreover 
we may rewrite Y2JY2k using 

"-I k 

=YUYZk +Yu I; (Y2I +Y2I+I) +YZk I; (Y2I-1 +YZI) 
'=i I=i+l 

n k 

+ I; (Y2I 1 +Y2Il+l) I; (Y2I 2-1 +Y21
2

) 
'l-i 12=11+1 

n !1. 
+ I; (YZl

l 
+YZl1+l) Lj (Y2I 2-1 +Y2I2) 

Il,i '2·J 
(5.18) 

and obtain 

h2n+1 - (g2n+1 - g 2~+1) = (- 1 )n+l1" dy 1 ••• dY2n+1 

,~ k~ n 

+ IT (y~, - 1) IT (Y~12+1 -1) IT (y~, -1) 
'1=1 1 '2=i 13=k+l 3 

k n k 

xI; (Y2I-l +Y2/)- I; (Y211 +YZ/I+I) I; (Y212-1 +Y2I2 ) 

~'t (Y2/
1 

+Y21
1
+1) l' (Y21

2
-1 +Y2/}}/

2

=/

1

+1 (5.19) 
II=J 12=i ~ 

We note that the terms involving Y2J b~:J(Y2' + Y21+1) and 
Y2kb'.1 (Y2I-l +Y2') are equal and we eliminate yu and 
Y21<+1 using 

210 k 

Y2i= I; YI- I; (Y2/+1 +Y2/)' (5.20a) 
I=U I=J 

and 

2~ n 

Y2k+1 = l.J YI- I; (Y21 +Y21+1)' 
1=2"+1 I=k+1 

(5.20b) 

Therefore, upon combining terms we find that 

h2,,+1 - (g2n+1 - g2~+I) = [ dy'" dY2,,+1 

" n 
X I; (- l)i-I(YU_I +Y2J) I; (- 1)n-k(Y2" +Y2"+I) 

i=1 k=J 

{ 

n i-I k-I 

X 2(_1)"-'+1 IT (Y~/- 1) + IT (Y~I - 1) IT (Y~I +1 - 1) 
1=1 /1=1 1 1

2
,i 2 

X IT (Y~I - 1) (- 1)k-} 6 YI n [(2" )2 
, 3,,,+1 3 1=2J 

2k 

- (- 1)"-i 6 YI
I 

II =2J 
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x t (-1)12-
l
l(Y21

2
_1 +Y21 2)(-1)k-12 J} . (5.21) 

12=11+1 

from which (5.10) follows. Hence, Theorem 4 is 
established. 
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Variation method and nonlinear stability problems 
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The direct variational method, developed for studying the asymptotic behavior of a wide class of nonlinear 
oscillation and wave problems, is extended to the study of the nonlinear stability problems. For systems 
which are unstable against small disturbances but stable against finite amplitude disturbances, the 
variational method can yield significant results in regimes even far away from the critical region. The 
procedure of the variational method is illustrated by applications to various physical problems: the Duffing 
oscillation, a model wave equation for an unstable mechanical system, the two-stream instability in plasma, 
and the nonlinear Kelvin-Helmholtz stability problem. 

1. INTRODUCTION 

An approximate, direct variational method has been 
developed to deal with a class of nonlinear oscillation 
and wave problems. 1-3 The method starts with reformu
lating the problems by equivalent variational problems, 
then some judiciously chosen asymptotic trial solutions 
with adjustable parameters are directly substituted in 
the variational formulation to be varied. The basic idea 
underlying the method is to make use of as much prior 
information and expectation as possible and incorporate 
them into the form of the trial solution. Thus it is ex
pected that the system of equations governing the ad
justable unknown parameters would be much simpler 
than the original problem. In dealing with nonlinear os
cillation and wave problems, we have been mainly 
interested in the asymptotic oscillatory solution. There
fore, approximate solutions for the amplitudes and 
phases can be obtained by Singling out the secular terms, 
In other perturbation methods which deal with similar 
prOblems, the lowest order solutions usually turn out 
also to be OSCillatory or sinusoidal. 4 It is thus not sur
prising that results obtained from the variational meth
od are essentially in agreement with those obtained 
from other methods. 

Now when the system is stable against small pertur
bations, small disturbances will usually manifest them
selves as oscillations or waves. As the amplitude in
creases beyond the linear regime, nonlinear interac
tions will enter to modify the solution. However, if the 
nonlinearity is relatively weak, it is expected that the 
basic oscillatory behavior would still persist, while the 
amplitudes and phases of the basic oscillation may evolve 
and become related to each other. But the process of 
this evolution would be slow in comparison with the 
basic oscillation. Thus the nonlinear solutions are es
sentially a perturbation of the basic linear solution. 
The situation is quite different if the system is unstable 
against small perturbations. In that case, a basic linear 
solution does not exist to begin with. Therefore, the 
perturbation methods are usually limited to dealing with 
the evolutionary process in the neighborhood of the cri
tical region which is the border between linear stability 
and instability. 

In many physical problems, although the system is 
unstable against some small perturbation, it may be 
stable against finite perturbations. In other words, when 
the small amplitude oscillations or waves grow due to 
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instability to certain finite amplitude, the oscillations 
or waves would settle down to some oscillations and 
waves with relatively slowly varying finite amplitudes. 
Thus an asymptotic oscillatory solution does exist even 
though the linear problem is unstable. It is clear that 
the variational method we have developed is also capable 
of dealing with this class of nonlinear stability prob
lems. As in previous studies, we shall again use 
specific examples to illustrate the procedure of the 
scheme. It is to be noted that the method is still being 
developed, while the problem of nonlinear stability is 
extremely intriguing. Therefore, the results we ob
tained from the various studies may raise more ques
tions than answers. It is hoped that more and more can 
be learned from these practical applications to concrete 
problems. 

In the following, we shall first treat a Duffing type 
oscillation problem, then a model wave equation for an 
unstable mechanical system to illustrate in detail some 
basic features of the nonlinear stability problems. Then 
we shall apply the same method to two-stream stability 
problems in plasma and the nonlinear Kelvin-Helmholtz 
stability problem. 

2. DUFFING STABILITY 

COQsider the Duffing equation 

d2u di! - au+ni=O, (2.1) 

where a and r are real constants. When r = 0, the solu
tions of the linear equation are given by exp{± Va t}. 
Thus the linear system is stable if a < 0 and it is unsta
.Jle if a'" O. However, it may be readily seen that the 
solution of the nonlinear equation is always bounded for 
r> O. 

Equation (2.1) can actually be solved exactly. 
ply (2.1) by du/dt and then integrate; we obtain 

(~:) 2 =F(u), 

where 

Multi-

(2.2) 

(2.3) 

and C is an integration constant which is the value of 
(du/ dt)2 when u = O. 

Solutions are permitted only for F(u) '" O. Since F(u) 
-± 00, as lu 1- 00 for r §' 0, thus the system is stable, 
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F(u) F(u) 

u, 

(0) C> 0 

F(u) F(u) 

(c) C=O 

FIG. 1. 

i. e., u is bounded if and only if r> 0. Therefore, even 
if a> 0, 1. e., the linear system is unstable, the non
linear system is stable so long as r> O. 

Take the case that a> 0. F(u) can be schematically 
represented by Fig. 1. Fig. l(a) represents the case 
C> 0, Fig. l(b) and 1(d) the cases e < 0, and Fig. l(c) 
the case e = 0. Note that the maxima of F(u) are located 
a~ u=±ra!r. 

When C > 0, the solution is oscillatory. The maximum 
flll1plitude Ut is given by the zero of F(u). The system 
pscillates between Ut and (- Ut). The period of the oscil
lation T is given by the relation 

T-2 ~ l
Ui 

- -"t ";F(u)' 
(2.4) 

Thus the amplitude and frequency of the oscillation are 
in general related to each other, and the maximum 
amplitude Ut>..faIr, which cannot be made as small as 
we please. 

For C = 0 [Fig. l(c)], it represents the degenerate 
case that the period of the oscillation becomes infinite. 
Thus the oscillatory solution degenerates to a single 
pulse. 

When C < 0, then u(t) never changes sign. If Ie I is 
very large [Fig. l(d)], then there is no solution. When 
1 C I is small enough, two possible oscillatory states are 
possible, either u(t) is always positive or always 
t\egative. 

The detailed motion of the system for this particular 
problem can be expressed in terms of elliptic functions. 

This problem is equivalent to the variational problem 
!:hilt the functional 

J= it [!(dU) 2 +!!. u2_! U4)dt 
2 dt 2 4 ' o 

(2.5) 
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is stationary. Now let us take a trial solution of the 
form 

u(t)=A(t) sinwl+B(t), (2.6) 

where A(t) and B(t) are both slowly varying functions of 
time. Let us substitute (2.6) in (2.5), making use of the 
slowly varying nature of A and B, then as we have done 
in previous studies, and particularly in the previous 
study of th€' Duffing problem. we obtain 

The Euler equations obtained from variations of A and 
Bare 

(2.8) 

and 

d2B 
---;[ll - aB + rB3 +~ rA2B = O. (2.9) 

Since A(t) and B(t) are slowly varying functions of 
time, thus as a first approximation, the terms d2A/dtz 
and d2B/dt2 can be neglected, and we have 

(2.10) 

and 

(2.11) 

One solution is A = 0, then B = 0, or B2 = air. These 
are also the equilibrium solutions from the original 
equation (2.1). The former corresponds to the degen
erate case depicted in Fig. l(c), while the latter corre
sponds to another degenerate case when the maxima of 
F(u) touch the U axis. From Eq. (2.9) or (2.1), we can 
infer that the former is an unstable equilibrium while 
the latter case is stable. 

Now w has been implicitly assumed to be real. Other
Wise, the averaging scheme cannot be carried out. Thus 
for A*- 0, it is necessary that 

(2.12) 

This is the criterion of nonlinear stability. Then the 
nonlinear frequency relation is given by 

(2.13) 

We can again distinguish two cases. 

(i) B = 0 

Then (2.12) and (2.13) become 

A2 ~ 4a13r, (2.14) 

and 

(2.15) 

The solution corresponds to the case depicted in Fig. 
lea). A is now identified with the maximum amplitude 
ul' the stability criterion (2.14) is consistent with our 
previous estimate of the lower bound of Ut, while the 

Din·Yu Hsieh 1094 



                                                                                                                                    

frequency relation (2.15) is an approximate representa
tion of (2.4). 

(ii) B *0 

Then (2.11) yields 

a=r(~ A2 + B2), 

and (2. 13) becomes 

B2~a/5r~fA2, and w2=r(2B2_tA2). 

This solution corresponds to the case depicted in Fig. 
1(b). 

3. HARMONICS AND SUBHARMONICS IN WAVES 

Let us now take a trial solution of the form 

u(t) =A(t) sin(wt) + B(t) sin(pwt), (3.1) 

where p'" 1 is some positive real number. It is hoped 
that this trial solution could better represent the solution 
as depicted in Fig. l(a). A more realistic representation 
would be 

uU; =A(t) sin(wt + o(t» + B(t) sin(pwt + vet»~, (3.2) 

as in a previous study. 1 A completely analogous develop
ment can be followed for the present stability analysis. 
In the previous study of the problem of forced oscilla
tion, it is found that if the system is dissipative only the 
subharmonics and harmonics of order three can persist. 
Furthermore, 0 and v can be taken to be zero if the dis
sipation is small. For the present problem, oscillation 
cannot persist indefinitely for this free system if any 
cl,ssipation is present. Therefore, it is not feasible to 
cOHi:li(ler the corresponding problem with dissipation. 
Ho\vever, it is also expected valid that the dominant 
interactions are among the subharmonics and harmonics 
of order three. Therefore, we shall only consider the 
casesp=t andp=3. 

Take the case p = 3. The Euler's equations obtained 
from variations of A and Bare then4: 

d2A 
(j]f" - (w2 + alA + t rA3 +~ rB2A =t rA2B, (3.3) 

d2B 
(j]f" - (9w2 + a) B + t rB3 + ~ rA2B = t rA3. (3.4) 

For the case p =t, we have 

a2A 
(j]f" - (w2 + alA + t rA3 + ~ rB2A = trB3, (3.3') 

d
2
B (W2 ) 3 3 (j]f" - -9 +a B4r~+hA2B=4rAB2. (3.4') 

Thus if {A, B;w} characterizes the equations (3.3) and 
(3.4), then the equations (3.3') and (3.4') are charac
terized by {B,A;w/3}. Therefore, these two sets of 
equations are completely equivalent, and it is sufficient 
to treat equations (3.3) and (3.4) only. Since A(t) and 
B(t) are again slowly varying functions of t, the terms 
d2A/df and d2B/df are neglected, and we obtain 

A[(w2 +a) - tr(A2 +2B2 -AB)]=O, (3.5) 

(3.6) 

Let us now discuss the various possible solutions. 
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(i) A =0 

Then only the B mode exists. If we write v=3w, Eq. 
(3.6) becomes 

(3.7) 

which is exactly the same as the case (i) treated in 
Sec. 2. The stability criterion is, as before, given by 

B2 ~ 4a/3r. (3.8) 

The fact that A = 0 is a permissible solution implies that 
subharmonic generation is not necessarily required. 

(ii) If B = 0, then it is necessary that A = O. In other 
words, if A'" 0, then B '" O. Thus a harmonic of order 
three will always accompany the fundamental mode. 

(iii) A'" 0 

Then we have 

w2 =tr(A2 + 2B2 -AB) - a 

= (r/36)(3B2 +6A2 _A3/B) - a/9. (3.9) 

Since w2 has to be positive, it is necessary for stability 
that 

A 2 + 2B2 - AB ? 4a/3r, (3.10) 

and 

B2 + 2A2 -A3/3B ~ 4a/3r. (3.11) 

We can take A > 0 without loss of generality, then it 
may be seen that it is favorable to stability for B < O. 

Now Eqs. (3.9) can be rewritten as 

w2 = (rB2/32) G(A/B), (3.12) 

and 

a = (rB2/32) F(A/B), (3.13) 

where 

F(x) =~ + 21~ - 27x + 51, (3.14) 

and 

G(x) = - (~- 3~ - 3x + 3). (3.15) 

Thus the stability criterion can be represented by 

G(A/B) > 0, (3.16) 

while the amplitudes A and B are to be determined by 
the equation (3.13). Thus once any B is chosen, then 
equation (3.13) will determine A. The number of possi
ble solutions are either one or three. Whether any of 
these solutions are permissible is to be checked by rela
tion (3.16), and the frequency w is in turn determined 
by Eq. (3.12). Figure 2 represents the curves F(x) and 
G(x). Thus G(x) > 0 only if 

0.66<x<3.6 or x<-1.26. 

So the stability criterion requires that 

0.66<A/B<3.6 or A/B<-1.26. (3.17) 

In order that Eq. (3.13) be satisfied, we can see that 
there is a solution only if 

32a/rB2 < 1809. (3.18) 

Din-Yu Hsieh 1095 



                                                                                                                                    

I 42.6 
I 

·~~~.1~4.6~~·~--~--~'.~e----~----X 

FIG. 2. 

Then there is at least one solution. In fact it may be 
seen that, there are two solutions if 273 < 32a/rB2 

< 1809, or 42.6 < 32alrB2 < 116, and three solutions if 
116 < 32alrB2 < 273, and one solution if 32alrB2 < 42.6. 

These results can be interpreted in the manner of 
harmonic and subharmonic generation. When IAIB I »1, 
we can interpret w as the fundamental frequency and 
regard it as harmonic generation. On the other hand, 
when IAIB I = 0(1), we may interpret 3w as the funda
mental frequency and regard it as subharmonic genera
tion, while relation (3.18) gives the threshold amplitude 
of the fundamental mode for stability. However, viewed 
with our knowledge about the exact solution of the prob
lem, these interpretations are rather artificaL Indeed, 
given a and r of the system, the solution is determined 
completely by the initial conditions, or alternatively de
termined by the maximum amplitude, or some other 
parameter which characterizes the average amplitude, 
e. g., average energy. The values of A, B, and w, given 
by Eqs. (3.12) and (3013), are then the best values if the 
exact solution is to be approximated by the two term 
representation (3.1). The case (i), for which A = 0, is 
the best result for the one term representation. 

In general, the more terms we take in the represen
tation, the better is the approximation. However, with 
the exact solution as the guide, it becomes clear also 
that when IAIB I» 1, the two term representation will 
differ little from the one term representation. There
fore good approximation can already be achieved with 
a one term approximation. It is only when IAIB I = 0(1), 
that the two term representation is significantly better 
than the one term representation. Only then may it be 
necessary to consider the representation with more 
than two terms. This may indeed be the case in the 
neighborhood of the critical region when w'" 0, which 
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corresponds to the case as depicted in Fig. l(c). The 
exact solution for that case is a periOdic succession of 
intermittant pulses. 

One way to rule out some of the mUltiplicity of possi
ble solutions is to go back to Eqs. (3.3) and (3.4), and 
study the stability of these differential equations about 
these possible solutions with constant amplitudes. Then 
it can be found, the solution for case (i) is always 
stable, i. e., the representation by a single mode is al
ways good in some sense. On the other hand, for case 
(iii), the constant amplitude solution is stahle only for 

1. 8 <AlB < 3.61. 

Therefore, only one solution is permissible when 

76.2< 32a/rB2 < 273. 

4. A WAVE EQUATION 

Let us consider a model wave equation in the follow
ing form: 

(4.1) 

where v, a, c, and r are all real constants. Thl;; ii:,e;.l' 
system with r = 0 has been discussed by Sturrock., S H 
is evident that this equation is a generalization of the 
Duffing problem of oscillation to wave propagation. 
Some of the results we obtained in the previous two sec
tions may thus be applied to this system with slight 
modifications. 

Let us first consider the linear case when r = 0, H we 
assume a solution of the form exp[i(kx + uJt»), the,: tIt, 
dispersion relation is readily found to be 

(w+kv)2=c2k2_a. (4,;:,) 

Thus the system is stable for a" O. When a> 0, one of 
the modes is unstable in the interval, 

/kl<v'a'"/c, (4.3) 

where c and ra are taken to be positive. 

It may also be seen thaf the system exhibits absolute 
instability when c> I v I and convective instability when 
c < I v I, since the characteristic velocities of the sys
tem are - l'± c. Thus they are in different directions 
when c > Iv I and in the same direction when c < I tJ I. An 
initial pulse of compact spatial support will spread and 
grow in amplitude in both caseso However, for the case 
c < I v I the amplitude at any fixed x will die out for large 
t, 1. eo, the instability is convectiveo For periodiC wave 
trains, the distinction between absolute and convective 
instabilities is not as noteworthy, 

When r> 0, we expect that the instability of the linear 
system would be stabilized by the nonlinear effect, and 
waves with finite and slowly varying amplitude would 
persist. We shall again apply the variational method to 
this problem. 

The functional corresponding to Eq. (4.1) is 

J= lot dt 1.: Hu~ + 2vu"ut + (v 2 _c2 )u; + au2 
- (r/2)u4]dx. 

(4.4) 

As in the Duffing problem, let us consider the trial 
solution first in the form 
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u(x, t) =A(x, t) sin(S(x, f» + B(x, f), (4.5) 

where A and B are slowly varying functions of x and f. 
We shall also denote 

w =St and k=S", (4.6) 

and they are also slowly varying functions of x and f. 
Following the procedure we used before, we obtain 

J ~ fat df J..: HiA~ + iw2A2 + B~ 

+ v(AtA" + wkA2 + 2Bt B,,) + (if - c2)(iA; + i k2A2A2 + B;) 

+a(iA2 +B2) _ (r/2)(%A4 +3A2B2 +B4)]dx. (4.7) 

The Euler equations from variations of A and Bare 

Att + 2vA"t + (if - c2)A"" - [w2 + 2vwk + (v2 - c2) k2 + alA 

+ t rA 3 + 3rAB2 = 0, (4.8) 

and 

(4.9) 
while the variation with respect to S leads to 

(wA2)t + v[(wA2)" + (kA2)t] + (if - C
2)(kA2)" = O. (4.10) 

Since A and B are slowly varying functions of (x, t), the 
second derivatives of A and B will be neglected in (4.8) 
and (4.9), and we have 

A[(w + kv)2 + a - c2k2 - 3r(A2/4 + B2)] = 0, (4.11) 

and 

(4.12) 

These equations are similar to Eqs. (2.10) and (2.11). 
As before, one permissible solution is A = O. Then we 
have B = 0, or B2 = air, which represent constant states. 

If A"* 0, then we have 

(w + kV)2 =c2k2 + 3r(A2/4 + B2) - a, 

thus the system is stable for all k when 

3r(A2/4 + B2);:. a. 

(4.13) 

(4.14) 

The last relation implies that the system can be com
pletely stabilized when the amplitude is large enough. 
Now for any particular mode with finite k, the stability 
condition need not be so restrictive. It could be replaced 
by 

(4.15) 

When the stability condition is satisfied, then Eq. (4.13) 
gives the nonlinear dispersion relation for that mode 
of the wave. 

As before, we again have two cases to consider. Let 
us first consider the case B = O. Then Eqs. (4.13) and 
(4.15) become 

(4.16) 

and 

(4.17) 

Thus for those k such that k < raj c, the amplitude 
of the wave has to exceed certain values as given by 
relation (4.17). From the dispersion relation (4.16), 
we can also obtain the group velocity 
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dw c2k+trAdA/dk 
dk =-v± [c2k2+trA2_a]172' (4.18) 

It is of interest to note that, if we take wand k as con
stants, Eq. (10) leads to 

(w + kv)At + [wv + k(v2 - c2)]A,,= 0 

or 

A t - c,.A" = 0, 

where 

c,=-fJ± [c2k2+~rA2_aJ172> 

(4.19) 

(4.20) 

after using Eq. (4.16). The last result is consistent 
with (4.18), if we set dA/dk= O. For t rA2 > a - c2k2, A 
can indeed be considered as independent of k. However, 
at the critical amplitude trA2=a_c2k2, the term dA/ 
dk has to be retained in order to avoid the singular be
havior of the group velocity. At this critical amplitude 
we have 

dw 
w=-kv and dk =-v. (4.21) 

Let us also note that for the linear case, for k < raj c, 
the growth rate of the instability as given by Eq. (4.2) 
is 

(4.22) 

and WI has a maximum at k = O. It is interesting to see 
that, if we vary with respect to wand k the functional 
given by Eq. (4.7), we obtain 

w+kv=O (4.23) 

and 

(4.24) 

In conjunction with (4.16), Eq. (4.23) will imply that 
the amplitude be the critical amplitude, while Eq. (4.24) 
then gives k = 0, i. e., the mode that corresponds to 
maximum growth from the linear instability. 

The physical picture which emerges from the above 
analysis may be put in the following manner. For an 
initial small pulse given initially by 

u(x, 0) = 10'" ak exp(ikx) dk, (4.25) 

with ut(x, 0) such that only one branch (say the + branch) 
of the solutions as given by the dispersion relation is 
present, we expect that for large f, the solution is ap
proximately given by 

u(x, f)- 10'" A(k) exp[i(kx+ w(k) f)]dk, 

where 

(4.26) 

(4.27) 

and 
4 Va 

A(k) = 3r (a - c2k2), w(k) = - kv, for k.;; c' (4.28) 

On the other hand, if we attempt to represent the 
asymptotic solution by a single mode, then the mode 
with k = 0 would give the best representation. 

The case with B "* 0 can again be analyzed in a similar 
manner. Using (4.12), relation (4.15) gives 
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2 a 222 3 1 B 9 - - - c k B2 9 - A 2 - - C2 k2 
5r 5r' 8 2r ' 

The value of B is more or less determined by the initial 
condition, and hence can be considered as given. In 
order that all k are included, it is necessary that 

B2 9 a/5r. 

Then A is given by Eq. (4. 12), and we can proceed as 
in the previous case. 

5. HARMONIC AND SUBHARMONICS IN WAVES 

As in Sec. 3, let us now use the trial solution of the 
form 

u(x, t) =A(x, t) sin(S(x, t» + B(x, t) sin(pS(x, t». (5.1) 

We shall again take p = 3 or p = t, and it is sufficient 
as before to consider only the case p = 3. Substituting 
(5.1) in (4.4), and carrying out the usual procedure, 
we obtain 

J';E rt atf- .!.[.!.(A2+w2A2+B2+9w2B2)+v(AA +wkif Jo ... 2 2 t t t " 

+ BtB" + 9wkB2) + ~(V2 _ c2)(A~ + k 2A2 + B~ + 9k2B2) 

+ (a/2)(A2 + B2) _ (r/2)(f A4 +1 A2B2 + f B2 _ ~A3B)]dx. 

(5.2) 
The Euler's equations from variation with respect to 
A, B, and S are 

Au + 2vAt" + (if - c 2)A"" - [w2 + 2vwk 

+ (v2 _ c2) k2 + alA + ~r (A3 + 2AB2 _A2B) = 0, (5.3) 

B tt + 2vBt" + (if - c2) B:x;" - 9 (w2 + 2vwk 

+ (if - c2) k2 + i) B + i (3B3 + 6A2B _A3) = 0, (5.4) 

and 

[(A2 + 9B2)(w + kV)]t + [(A2 + 9B2)(wv + kif - kc2)]" = 0. 

(5.5) 

If the second derivatives of A and B and the first deriva
tives of wand k are neglected, then we obtain: 

A{(w + kV)2 + a - c2k2] - (3r/4)(A2 + 2B2 -AB)}= 0, (5.6) 

[(w + kV)2 + a/9 - c 2k 2] B - (r/36)(3B 3 + 6A2B _A3) = 0, 

(5.7) 

and 

Like the case treated in Sec. 3, among the permissi
ble solutions, if A = 0, then it reduces to the case treat
ed in Sec. 4; if B = ° then it is necessary that A = ° also. 
The more interesting case is that in which both A and B 
are not vanishing, and we have 

(w + kV)2 = (3r/4)(A2 + 2B2 -AB) + c 2k2 - a 

= (r/36B)(3B3 + 6A2 B - A 3
) + c 2k 2 - a/9, (5.9) 

or 

1098 J. Math. Phys., Vol. 18, No.5, May 1977 

(5.10) 

and 

rB2 (A) 
a=32'Fli' (5.11) 

where F(x) and G(x) are the same function given in 
Sec. 3. 

Again, Eq. (5.8) can be written as 

(A2 + 9B2)t - c,.A" = 0, 

where 

c,.= :: =_V±C2k/[C2k2+ ~~2 G(~)] 1/2. (5.12) 

As in Sec. 3, the permissible values of A and Bare 
nonunique. Here we may interpret this intriguing fea
ture in the following manner. We are trying to approxi
mate the true solution by "best" representations in 
terms of Fourier modes. More than one representation 
can be "best" in comparison with its neighboring rep
resentations in the sense of the variational method. 

These harmonic and subharmonic generations may 
serve as a mechanism to transfer energy from one part 
of the spectrum to others. It is evident from the possi
bility of these harmOnic and subharmonic generations, 
that the details of the asymptotic solution for an initial 
pulse are indeed extremely complex. Conceivably, three 
or more term representations of the solution will yield 
even more complex results. However, in the spirit of 
the approximate variational method, the results obtained 
so far have enough information on the gross features of 
the problem for us to pause and analyze the implications 
in conjunction with observations in various physical 
problem so 

6. TWO-STREAM INSTABILITY 

Let us consider a multicomponent plasma, conSisting 
of electrons and ions, coupled only through the self
consistent fields. Then the basic equations are as 
follows: 

VXE=-.! aB 
c at ' 

J=6 e,n, v" 
( 

(6.1) 

(6.2) 

(6.3) 

(6.4) 

(6.5) 

where e j denotes the charge, m, the mass, v, the 
macroscopic velocity, n, the density, pj the partial 
pressure of the ith constituent, and E, B, and J are the 
electric field, magnetic field, and electric current, re
spectively. An equation of state to define PI will also be 
needed, which we shall take as 

(6.6) 
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where U,(nh s,) is the internal energy of the ith species. 
We shall consider the case that the heating of plasma 
is negligible, and that the entropies s, are constants. 

If we introduce the scalar and vector potentials c(> and 
A such that 

1 oA 
E=- Vc(>- c at' B=VXA, 

then Maxwell's equations (6.3)-(6.5) become 

zA 1 aZA _ 47T J 
V -CZap:--c ' 

1 aZc(> 
VZ¢ -? ap: =- 47Ty e, n" 

when the following gauge condition is used: 

1 0'" 
V 'A+ - -'I' =0 

C at . 

(6.7) 

(6.8) 

(6.9) 

(6.10) 

It can be readily verified that an equivalent varia
tional problem to what is formulated above is that the 
functional 

f IZ f { 1 ( 1 oA)Z 1 2 1= dt d3x - Vc(>+- - - - (VXA) 
87T c of 87T I, v 

~ [m,n, Z U ". e,n, .A +'t -2- v,-m,n, ,-e,n,'I'+ c v, 

+0', eo~' +vo(n,v,»)]} (6.11) 

is an extremum, subject to the subsidiary conditions 

(6.2) 

The variables to be varied are nt> vI> C(>, and A, and 
0', are the Lagrange multipliers. Equations (6.8) and 
(6.9) can also be obtained, if condition (6.10) is 
imposed. 

Let us now consider a plasma which consists of elec
trons and an ion background which is uniform and 
stationary. The electrons are, however, divided into 
two beams in the primary state. Therefore, we can 
consider the plasma as composed of three species, with 
species 1 and 2 to deSignate the two electron beams and 
the species 0, the ion background. Thus, we have 

el =ez =- eo= - e, m1 =mz =m, 

vo=O, mo- cO , W1 +nz)=no=No, 
(6.12) 

where m is the electronic mass, e the absolute value of 
the electronic charge, No the background ion density, 
and the mass of the ion is taken to be infinitely large to 
make the ion background stationary. The last equation, 
in which < ) denotes the spatial average, is the condition 
for the over-all neutrality of the plasma. 

We shall consider only the one-dimensional pattern. 
Therefore, everything will depend on x and t only. Then 
the magnetic field does not playa role at all and we 
can take A = O. Thus the functional 1 becomes 
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+ ~ [; n,v}- mn,U, + ~ (~~' +V· (n,v,») ]}dX. 
(6.13) 

The primary state which describes two electron 
beams moving uniformly with velocities V1 and Vz rela
tive to the ion background is given by the following 
solution: 

v1 = Vi> Vz = Vz, n1 =N1, nz =Nz, N1 +Nz = No, 

c(>=0, Cl'1=mV1x-; V¥t=O'10, O'z=mvzx-; ~t=O'zo. 

(6.14) 

It may be pointed out that the Lagrangian multipliers 
0'1,Z play the role of the velocity potential as revealed 
from the equation obtained from the variation of 1 with 
respect to v1,2' 

The internal energy functions U, are of the form 

U _ KT, !!i 
( )

Y_l 

, - m,(y - 1) N, ' 
(6.15) 

where K is the Boltzmann's constant, T, is the equilibri
um temperature of the ith species in the primary state, 
and y is the ratio of the specific heats. For the electron 
plasma under conSideration, y is taken to be 3. 6 

Now let us take the trial solutions: 

v, = V, + vu(x, t) sin(S(x, t», 

n, =N, + nit (x, t) sin(S(x, t», 
c(> = ¢1(X, t) sineS), 

(6.16) 

(6.17) 

(6.18) 

O',==O"O+O'I1COS(S). (6.19) 

With y = 3, we can rewrite (6.15) as 

m,n,U, = ~ N,T, (1 + ~ sin(s»)3 . (6.20) 

Substitute (6.16)-(6.20) into (6.13), and carrying out 
the averaging procedure as before, we obtain 

1 £;5.11 == f t2 dt f dx {1!7T (c(>t" + c(>iS;) 
t1 v 

+ ~ [; (N' Vi + V, VUnl1 + ~t11) 

- ~ N,T, (1 + ~ *) -~ nU¢1 

+ ~ (nuvu,,, + vunu.,,) 

+ ~ (nUSt + N, VuSx + v,n'lSX~ . (6.21) 

Now let us vary Eq. (6.21) with respect to nit, vlt, 
c(>1' and O'u, and then neglect terms containing their 
derivatives with respect to x and t. We thus obtain the 
follOWing equations: 

linu: - ec(>1 + O'u(w +kV,) - 3KT, (~) =0, (6.22) 

livu: mVIt+O'/1k=O, 

lic(>t: k2¢t - 41Te(ntt + nzt) == 0, 
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00'/1: (W +kVi)nU +kN.vl1 = 0, 

where we have again written 

S,,=k and St=w. 

(6.25) 

Denote the plasma frequencies wpj' and the sound speeds 
CI by 

(6.26) 

and 

(6.27) 

The elimination of nil, V11, Wi' and 0' i1 then leads to the 
dispersion relation 

2 Z 
1- Wj>l + Wp2 

- (w + kVl )2 - c~k2 (w + kVZ)2 - C~k2 
(6.28) 

The last dispersion is the same as the dispersion 
relation for the linear problem. This is not surprising, 
because when the trial solution took the form of (6.10)
(6.19), the resulting approximate functional turned out 
to consist of only linearly interacting terms if I' is ex
actly 3. This may indicate that the nonlinear effects 
may only have marginal effect on the basic instability 
of the two stream problem. 

The detailed analysis of the dispersion relation (6.28) 
is well known. 1 We may only mention that for small ci 

and c2. The system is unstable at least for some range 
of k. However, when 

(6.29) 

the instability is inhibited for all k. 

It may be of interest if 1'* 3, then (6.20) is replaced 
by 

-~ (~ (»)Y mlniUI- 1'-1 NiTi 1 + NI sin S . 

Then to the order of (n;!NI)3, Eq. (6.22) is to be 
replaced by 

(~) -etPt+O'i!(w+kVI)-yKTi NI 

-,bey - 2)(1' - 3)KTi (YJ: Y = o. 

If we set consistently the sound speed CI by 

d=yKT;!m, 

(6.30) 

(6.31) 

then the dispersion relation is corrected to become 

1 =w;t/{ (w + kVt )2 - k 2ci [1 + (1'- 2~(Y- 3) (~r]} 

+w;zj{(W+kV2)2_ k2d[1+ (Y-2~(Y-3)(~YJ}· 
(6.32) 

Thus if I' > 3, the instability is inhibited by the nonlin
earity; while if 1'< 3, the instability of the system is en
hanced by the nonlinearity. 

If we vary Eq. (6.21) with respect LO S, we obtain 

8~ a: (ktPD + t ~ (:t (a l1n l1) 

+ a~ (Nl a l1 vl1 + VIO'l1nU») = o. (6.33) 
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When wand k are taken as constants, the last equation 
can again be written as 

~ ~-o at - C, aX - , (6.34) 

where c, =dw/dk as given by the dispersion relation 
(6.28). 

When I' = 3, the nonlinear effect on instability can be 
brought out explicitly if we include harmonics in the 
trial function. To this end, let us take the following 
trial solution: 

v. = Vi + v/1 sineS) + VIZ cos(2S), 

ni =N. +nl1 sineS) +n12 cos(2S), 

tP = tPt sineS) + tP2 cos(2S), 

a i = 0'10 + ait cos(S) + 0'12 sin(2S). 

Then the approximate functional becomes 

I~ It + f t2 dt f d3x {1!1T (ct>L + 4tP~S;) 
tt v 

(6.35) 

(6.36) 

(6.37) 

(6.38) 

- a/2(ni2St +N/V/2S" + V/nIZS" - in/tvltS ,,)] } • 

(6.39) 

The variations with respect to nil> Vil> tPt, O'il, ni2, 

Vi2, ¢2, and a i2 then lead to 

oni!: - e¢l + a/1(w + kVI ) - 3KTI(YJ:) 

k2tPj - 41Te(nl1 +n2i) = 0, 
k 

(w + kVi ) nil + kNlvu = "2 (nil Vi2 + Vil n i2), 

e¢2 - 2a 12 (w + kVI) - 3kTI (~12) 

3 (?!:u) 2 m 2 ~ 
= - "4 KTI N/ + 4 Vii + 2 kVIV 

k 
OVi2: N.(mviZ - 2ka.2 ) ="2 O'Unll' 

(6.41) 

(6.42) 

(6.43) 

(6.44) 

(6.45) 

(6.46) 

(6.47) 

In these expressions, the derivatives with respect to 
x and t of the varied quantities have again been 
neglected. 

It may be noted that in comparison with equations 
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(6.22)-(6.25) the terms on the right-hand side of the 
equations (6.40)-(6.43) are those due to the harmonic 
generations. Moreover, the structures of the Eqs. 
(6.44)-(6.47) are quite similar to those of (6.40)
(6.43). The nature of the mutual interaction is also 
reminiscent to what we have discussed in Sec. 5. Again 
a permissible set of solutions is {Ul, 1} = 0, where U 

stands for any of the variables of concern. On the other 
hand, {ul, z} = 0 will imply {uu, 1} = O. Thus harmonics are 
always generated from a fundamental mode, due to any 
nonlinear interaction; whereas the subharmonics can 
only be generated when a certain threshold amplitude is 
reached for the fundamental mode. A more detailed 
analYSis of Eq. (6.40)- (6. 47) will be presented 
elsewhere. 

7. THE KELVIN-HELMHOLTZ STABILITY 

Consider two incompressible, inviscid fluids sepa
rated by an interface 

F(r, t) = o. (7.1) 

We shall use subscripts 1 and 2 to denote variables in 
these two fluids. Let us assume that the flow of the 
fluids is irrotational. Thus we have in the ith region 
that 

and 

V j =V1>j, 

"121>j=0, 

Pi +1.("1,"-.)2+0 + 01>1 =j(t) 
Pj Z '/'. jot I, 

(7.2) 

(7.3) 

(7.4) 

where Vj is the fluid velocity, 1>1 the velocity potential, 
PI the density, 01 the external force potential, andfl(t) 
an integration constant. The interfacial conditions are 

and 

of 
- +(v'V)F=O on F=O, at (7.5) 

(7.6) 

where (J is the surface tension coefficient, and Ra and 
Rb are the principal radii of curvature at the point under 
consideration on F = O. Ra (Rb ) is to be positive if its 
center of curvature lies on the side of region 1, and 
negative otherwise. 

The problem formulated above is equivalent to the 
variational principle that the following functional J is 
stationary8 : 

(7.7) 

where 

3 (01)j 1 ( )2 ) • drat + 2 V 1>1 + 01 , t = 1, 2 (7.8) 

and 

(7.9) 

where the integral in (7. 9) is the total surface area of 
the interface F = O. The variations with respect to 1>1 
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lead to Eqs. (7.3) and (7.5), while the variation with 
respect to the interface leads to Eq. (7.6). 

Let us consider two-dimensional flow problems and 
let the gravity be the only external force field which 
applies in the direction of (- y). Thus 

OJ=gy. (7.10) 

Now take the trial solution of the interface relation 
(7. 1) of the form 

y =1)(x, t) =A(x, t) sin(S(x, t», (7.11) 

and let y > 1) be region 1, y < 1) be region 2. 

Thus 

Yt = P1 f ~ dx f ~ [ ~ + ~ (~) 2 

-~ ~ 

+ ~ (~r +gy]dY, (7. 12) 

9z = P2 f - ax f ~ [~+ ~ (~r 
.00 .. 00 

1 (01) )2 ] +2 ~ +gy dy, (7. 13) 

and 

+W [ ( (1) )2 ) 1/ 2 
/)a = (J L dx 1 + ax . (7.14) 

For the problem of the Kelvin-Helmoholtz stability, 
the primary flow state is as follows: The upper fluid 
(1) and the lower fluid (2) are divided by a horizontal 
interface (y = 0). Both fluids are moving uniformly along 
the x direction with different velocities (VI and V2 ). 

Thus we shall take the trial solution for 1>1 and 1>2 as 

1>1 = V1x + C(x, t) costS) exp(- ky), (7.15) 

1>2 = U2x + B(x, t) costS) exp(ky), (7.16) 

where k = as/ox> o. The forms of the trial solutions 
are suggested by the linear theory. 9 

In a more complete theory, indeed, the spatial and 
temporal variations of A, B, C, and S should be taken 
into account in order to study the modulation of the non
linear waves. We shall here however only present the 
results that A, B, C, k, and w = as/at are constants. 
Then after carrying out some straightforward calcula
tions, we find up to the order of O(A4) 

/)1 = P1 J.:w dx {i(w + kV1) CA[l + t(l~A)2] 

+ ~ C2[1 + (kA)2] _ ~ A 2}, (7.17) 

(7.18) 

(7.19) 

The variation s with respect to A, B, and C thus lead to 
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M: PI (~(W + kU1) C[1 +t(f~A)2] + ~3 AC2 -fA) 

+ P2 (- ~(W + kU2) B[1 +t(kA)2] + ~3 AB2 + fA) 

rJk2 
+ "2 A[1- t<kA)2] == 0, 

6B: - i(w + kU2)A[1 +t(kA)2] + ~ B[1 + (kA)2] == 0, 

Denote 

G== (1 +t ~A2)/(1 + k2A2), 

then we have 

Substituting them in (7.20), we have 

[(PI + P2)W2 + 2(Pl U1 + P2 U2) kw + (PI U~ + P2U~) k2] 

(7.20) 

(7.21) 

(7.22) 

(7.23) 

(7.24) 

X G[1 + (i - G) k2A2] - [gk(P2 - PI) +rJk3(1_ t k2A2)] == O. 

Thus 

1 
w == ( + ) {- (PI U1 + P2U2) k ± v'W(k, [U1 - U2],A)}, 

PI P2 

(7.25) 
where 

W(k [U _ U ] A) == (PI + P2)[gk(P2 - PI) + rJk
3
(1_ t k2A2)] 

,t 2, G[1+(t-G)k2A2] 

- P1P2 k2(U t - U2)2, (7.26) 

The system is stable when w is real or when W~ O. 
As A - 0, we recover the result of the linear theory, 9 

and the system is stable for all k if 

(7.27) 

For (Ut - U2)2 > U~, there exists a certain range of k, 
for which the system is linearly unstable, However, as 
can be seen from the expression of W, the system can 
be stabilized by the nonlinear effects. The expression 
of Win (7.26) is valid only up to O(A2), thus the extent 
of stabilization that can be inferred from this formula 
is still somewhat limited. This restriction can be re
laxed and a more detailed analysis can be carried out 
but we shall not pursue it further here. 

It is of interest that if we also vary Eqs. (7. 17)
(7.19) with respect to wand k, then we obtain after using 
(7.21) and (7. 22) 

". _ (P1 Ul+P2 U2)k 
vw. w-- (PI +P2) , 

which by (7.25) implies 

W==O. 

Making use of (7. 28) and (7. 29), we obtain 
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(7.28) 

(7.29) 

6k: ! P1P2(UI - Uf)2 G [2(1 +t k2A2) _ G(1 + 3k2A2)] 
2 (PI +P2 

- O'k(1- t k2A2) == O. (7.30) 

It is of interest to note that as A - 0, Eq. (7.30) is 
exactly the same as 

dW/dk==O. (7.31) 

Analogous to the discussions at the end of the Sec. 
4, we can infer that for those Fourier components which 
are linearly unstable, the asymptotic amplitude will 
reach that given by W== 0, and the dispersion relation 
of propagation is given by (7.28). If we attempt to rep
resent the asymptotic solution by a single mode, the 
mode, i. e., the wavenumber k, determined by Eq. 
(7.30), which corresponds to maximum growth from 
the linear instability, would give the best representation. 

The previous analysis can be extended to include har
monics and subharmonics. We shall limit our study to 
include second harmonics only. Thus the trial solutions 
adopted will be 

1/(x, t) ==A sin(S) + A2 cos(2S), (7.32) 

cfJl == Utx + C cos(S) exp(- ky) + C2 sin(2S) exp(- 2ky), 

(7.33) 
and 

cfJ2 == U2 X + B cos(S) exp(ky) + B2 sin(2S) exp(2ky). 

(7.34) 

Then after somewhat lengthy yet straightforward com
putations, we obtain, up to O(A4 +A~), 

f)tiPl == ~(w + kUt ) {CA[1 + i kA2 + (k2/8)(A2 + 2A~)] 

- 2C2[A2 + ~ kA2 + k2A 2(A2 + ~Anl} 

+ (k/4)C2[1 + k2(A2 +A~)] + (k/2)CH1 + 4k2(A2 +A~)] 

- kCC2[kA + t k2AA2 + tk3A(A2 + 2AD]- (g/4)(A2 +An. 

(7.35) 
Let us denote 

PI =='l1(w, k, Pt, Uhg,A,Az, c, C2), 

then 

f) 2 == 'l1(w, k, P2, U2, - g, - A, - A 2, B, B2), 

and 

f). == rJ[1 + tWA 2 + 4k2An 
_ ir(k4A4 + 16k4A2A~ + 16k4A~)]. 

(7.36) 

(7.37) 

It is clear that when we vary the above equations with 
respect to A, B, and C, they will be the set of equa
tions (7.20)- (7.22) with additional terms involving A 2, 

B 2 , and C2• A similar set of equations with the roles of 
{A, B, C} and {A2' B2, C2} reversed will be obtained when 
we vary with the above with respect to A 2, B2, and C2• 

The situation is analogous to what we have discussed in 
Sec. 5. We shall not go into the detailed study of this 
nonlinear interaction. Let us limit ourselves to the 
case that (kA)2 is small, and get all the correction 
terms up to O(A2). Then we can take A2, B2, C2 == O(A2). 
Thus the Euler equations become 
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M: Pt H(w + kUt )C[l + iCkA)2 + HkA 2)] - (w + kUt ) kAC 2 

+ (k3/2)AC2 - k2CC 2 - (g/2)A} + P2 {- i(w + kU2) 

x B[I + t(kA)2 - i(kA2)] - (w + kU2) kAB2 + (k3/2)AB2 

+ ~BB2 + (g/2)A} + (a~ /2)A[l- t(kA)2] == 0, 

08: - i(w + kU2)A[1 +i(kA)2 - i kA2] 

+ (k/2) B[l + (kA)2] + k2B2A = 0, 

ISC: i(w+kUt )A[l+t(kA)2+tkA2] 

+ (k!2) C[l + (kA)2] - k2C2A = 0, 

M 2: Pt[(w + kUt )<-!: kCA - C2) - (g/2)Az] 

(7.38) 

(7.39) 

(7.40) 

+ pz[(w + kU2)(t kBA + B2) + (g/2)A2] + 2ak2A 2 == 0, 

(7.41) 

'[ 2] 2 082: (W +kU2) A2 - t kA +kB2 +k BA = 0, 

ISC2: - (W + kUt )[A2 + t kA 2] + kC2 - k2CA == O. 

Using Eqs. (7.23) and (7.24), we thus obtain 

(7.42) 

(7.43) 

A 2= 2[2 k2 A2( )] [P2(w+kU2 )2_ pt (w+kUt )2], 
a -g P2 - Pt 

B2 = - (w + kU2) ( ~ + ~ A2) , 

and 

C2=(w +kUt )( ~ - ~A2) • 

From (7.39) and (7.40), we have 

B == (W :kU2) A[l +tckA)2 +i kA2], 

C == _ (W :kUt ) A[l +t(kA)2 - i kAz]. 

Substituting (7.44)- (7.48) into (7.38), we obtain 

(Pt + P2) w2 + 2(pt Ut + P2U2) kw + (Pt U~ + P2Un k2 

- gk(P2 - Pt) - ak3 - a (kA)2 = 0, 

where 

(7.44) 

(7.45) 

(7.46) 

(7.47) 

(7.48) 

(7.49) 

a _1. k(p _ P ) + 1.ak3 + [P2(W + kU2)2 - Pt (w + kUt )2j2 
- 2 g 2 t 8 2k[g(P2 _ Pt) _ 2ak2] 

(7.50) 
Thus 

In expression (7. 50), the values of ware taken to be 
those given by the linear relation, i. e., expression 
(7.51) with A = O. Therefore, the nonlinearity will 
inhibit the linear instability if a> 0, and enhance the 
instability if a < O. When the linear instability is ar
rested by the nonlinearity, the asymptotic amplitudes 
will be given by 

w[k, (Ut - U2 ), 0] + 1Y(Pl + P2)(kA)2 = 0 

or 
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(Pt + P2)[gk(pz - Pt) + ak3] 

- ptP2k2(Ut - U2)2 + a(Pl + P2)(kA)2 = O. (7.52) 

Then w is again given by Eq. (28), and we have 

a _1. gk(p p) + 1.Uk3 + k(P2 - pt)2[g(P2 - Pt) + ak2]Z 
- 2 2 - t 8 2(pt + P2)2[g(P2 - Pt) - 2ak~ 

or 
a = _l.(}k3 + ! .J!1£!.L k2(U _ U )2 

8 2Pl+Pz t 2 

+! (P2 - Pt)2[P1P2k2(U~ - U2)2]2 
2 [gk(P2 - Pt) - 2ak3 (Pt + P2)4 

If we denote 

r=-P2gka , 

(7.53) 

(7.54) 

then this is the same r as that given by Nayfih and 
Saric. 10 Thus when a perturbation expansion approach is 
adopted, the results of our analysis agree with those ob
tained by other established methods. 

It may be remarked that when a perturbation expan
sion approach is adopted, and if instead of treating the 
amplitudes as constants, the amplitudes are considered 
as slowly varying functions of space and time, then a 
nonlinear Schrodinger equation can also be derived. For 
the problem of nonlinear water wave, i. e., when the 
upper fluid is absent, one version of derivation of the 
nonlinear Schrodinger equation using the variational 
method was given by Yen and Lake. 11 

8. DISCUSSION 

We have presented a diverse set of problems to il
lustrate how the variational method developed earlier 
for nonlinear oscillation and wave problems can be 
extended to the study of nonlinear stability problems. 
If the conventional perturbation expansion approach is 
used, the variational method can lead to the same re
sults as obtained by other more established methods. 
However, the variational method apparently can yield 
valuable information far away from the critical region, 
which the ordinary perturbation methods may not be able 
to deal with. The first example of Duffing stability is 
particularly illuminating on this point. It is also clear 
from the preceding study that we are far from fully 
understanding the whole story about the variational 
method as applied to the nonlinear stability problems. 
Some immediate questions raised from the previous 
study are, among others, the apparent nonuniqueness 
of permissible solutions when harmonics are included; 
the problem of successive harmonic generations; and 
the modulation of waves far away from the critical re
gion. The nonlinear stability problems are difficult and 
challenging. The variational method presented above at 
least offered a new and hopeful perspective on this class 
of intriguing problems. 
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Rederivation of the Jin-Martin lower bound 
Seichi Naito 

Department of Physics, Osaka City University, Sumiyoshiku, Osaka, Japan 
(Received 28 June 1976) 

With the help of the Phragmen-Lindelof theorem, we can rederive the full Jin-Martin's results on the 
total cross section lower bound. 

Jin and Martin, I using fairly involved Herglotz-func
tion arguments, have obtained the lower bound on total 
cross sections. Their bound in a slightly weakened form 
has been rederived simply2 by using the Phragm~n
LindelOf theorem. 3 In view of the importance of the low
er bound, it will be interesting to show how we can de
rive full results of Jin and Martin. This problem is in
vestigated by using the technique which is more com
plicated than Simon's technique. 

For simplicity, we consider the spinless elastic scat
tering A + B - A + B (s channel) coupled by crossing to 
.A + B -.A + B (u channel), and the scattering amplitude 
is denoted by F(s, t). Then it is easily shown that the 
full results l by Jin and Martin can be obtained from the 
fact that there never occurs the case when both 

lim s2 Re[F(s, t)] = 0 (1) 
$_ +«1 

and 

lim S4 Im[F(s, t)] = 0 [for 0 q < min(4M~, 4M~)] (2) 

hold simultaneously. Therefore, we shall hereafter 
prove the above fact. 

The analyticity in s and the polynomial upper bounded
ness of F(s, t) make it possible to write the dispersion 
relation with two subtractions4: 

F(s, t) =A (t) + B(t)w 

w2(i'" d ,lm[F1(w'+0"-it,t)] 
+ w IZ(') 7T p+t /2 W W - W 

+ roo dw,Im[F~~(w:+O"-it,t]'. 
jp+t/2 W (w +w) J 

where the unitarity of the S matrix gives 

Im[F I(W' + 0" - it, t)];. 0 

and 

(3) 

(4) 

Im[Fn(w'+O"-it,t)];.o [for Oq<min(4M~,4M~)1. 

In (3), we have used the following notations: 

w=s - 0" +it, 

O"=M~ +M~, 

and 

p=2MAM B • 

With the help of (2), Eq. (3) can be rewritten as 

(5) 
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F(s, t) = [B(t) + dtlw + [A (t) + d2 ] 

+ d.jw +dJw2 +d5(w) +dg (w), 

where 

d l =-'!' r" dw'w,I-3Im[F1(w'+0"-it,t)] 
"7f jp+t /2 

(6) 

(i=1,· •• ,4), 

d ( )=w21"" d ' Im[FII(w'+O"-it,t)] 
5 W -- W ,2(,) , 

7T p+t/2 W W +w 
(7) 

and 

d ( ) = 1 .!ioo 
d ' w,2Im[F1(w'+0"-!t,t)j 

6 w -:-:-2" w , 
w 7T p+t /2 W - W 

In the following discussion, it is essential that d6(w) de
fined by (7) has the upper bound 

lim /w2 d6(w)/:£(3 (13 is some constant). 
W-+QI;I 

Inequality (8) can be derived from (1), (2), and the 
polynomial upper boundedness 

/F(s,t) 1:£ Is IN as Is 1- 00, 

(8) 

(9) 

by using the same technique as in the Appendix of our 
previous paper. 5 Then (1), (2), (6), and (8) lead to 

lim w{{B +dl)w + (A +d2) +ds/w +ds(w)}==O, (10) 

With the help of (10), we find that 

OI=(l/w)J" dw'w,-2Im[F II(w'+a- it,f)1 
p+t 12 

should be finite; if o( = + 00, we obtain 

lim w·l d5(w)=+00, 
W"+~ 

which contradicts (10). QED Then we find 

d () -" - wi" d ,Im[Fu(w'+O"-!t,t)] 
5 w - vlw W '(') • 

7T p+t /2 W W + w 

and 

01 = - B - d l [from (10)]. 

(11) 

(12) 

By carrying out the above procedure successively, (6) 
is finally reduced to 

F(s, t) =dJw2 +d5(w) +d6(w), 

with 

(13) 

d
5
(w)=-.!..! (~ dw,w'Im[FII(~'+O"-!tlt)]. (14) 

W 7Tjp+t/2 W +w 

As in the case of 01, the assumption 05 == - 00, where 
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65 = -.!{.. dw' w' Im[Fn(w' +(1- it, t)], (15) 
11: p+t /2 

is easily shown to lead. to the contradiction with (1), (2), 
(8), and (13), so that 65 should be finite. Then the inte
gral for wZ as (w) is uniformly convergentS on account of 
(5), so that 

W"+«J 

After all, (1), (2), (13), and (16) give 

lim w2 ds(w) =- d4 - 65, 

On the other hand, the integral (7) for w2ds(w) gives 

lim w2ds(w) =0, 
\",\ ... , (Jor/2 

with 

w= Iw I exp(iB). 

(16) 

(17) 

(18) 

In (18), we have used the fact that the integral is uni
formly convergent6 on account of (2) and (4). Since 
w2 ds(w) is analytic and polynomially upper bounded in 
the region R ={w I Iw 1;;'1, 0 <:; e <:; 71'/2} [as easily seen 
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from (9) ar.d (13)], we can apply the Phragmlm-Lindelof 
theorem3 to w2ds(w), and consequently we obtain from 
(17) and (18) 

d4 + 65 =0. (19) 

However, (4), (5), (7), (15), and (19) lead to the 
physically unrealizable condition 

Im(F I(W' + (1- !t, t)]= Im[F I(W' + (1- it, t)]= O. (20) 

Thus we have proved that it never occurs that (1) and 
(2) hold simulaneously. 
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Dilations and interaction 
Detlev Buchholz and Klaus Fredenhagen 

II. Institut fur Theoretische Physik der Universitiit Hamburg, Germany 
(Received 30 August 1976) 

As a consequence of the geometrical features of dilations massless particles do not interact in a local, 
dilationally invariant quantum theory. This result also holds in models in which dilations are only a 
symmetry of the S matrix. 

1. INTRODUCTION AND MAIN RESULTS 

The conventional argument showing that massless 
particles do not interact in a local, dilationally invari
ant quantum theory is in the simplest case the following 
one (see, e. g., Ref. 1): suppose cP is a scalar Wight
man field transforming under dilations according to 

(1) 

If cP has a nonvanishing matrix element between the 
vacuum and a massless one- particle state, d can only 
be one. Then cP has canonical dimension and this im
plies that it is a free field. This reasoning is quite cor
rect. However, since the argument depends upon the 
existence of a field cP with the special properties men
tioned above, the conclusion appears to us to be rather 
premature. First, there is no physical reason to rule 
out ab initio all models in which the basic fields do not 
transform like a finite-dimensional representation un
der dilations. And secondly, even if the fields trans
form in this way, it could happen that they do not inter
polate between the vacuum and the massless one-par
ticle states. In general one should only expect that 
suitable polynomials in the fields have this property. 
It is the aim of the present note to close these apparent 
loopholes. Using only the geometrical features of dila
tions and the basic properties of local field theory, we 
give a fairly general argument confirming the above 
no-go theorem. 

The setting used for the analysis may be sketched as 
follows: We deal with an irreducible field algebra a: of 
bounded operators acting on a Hilbert space H. a: is 
generated by a net 0 -a: (0) of local algebras attached to 
the regions 0 of Minkowski space. We ~ay forego here 
a formal specification of the usual structural assump
tions on the theory like locality, covariance, spectrum 
condition and uniqueness of the vacuum. (For a detailed 
discussion see, for example, Ref. 2). In addition to 
these familiar properties we require that there be a 
continuous, unitary representation A-D(A) of the multi
plicative group of the positive reals in H. The opera
tors D(A), the dilations, satisfy 

D(A)U(X) = U(i\x)D(A) and D(A)U(A) = U(A)D(A), (2a) 

where x = (xo, x) - U(x) are the translations and A - U(A) 
the Lorentz transformations. Moreover, the dilations 
D(A) induce automorphisms of the field algebra a: with 
appropriate geometric properties: 

D(A)fi (Q)D(A)-l = a:(A'O)' (2b) 
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These rather general assumptions suffice to prove the 
following statement: 

If there exist massless particles in the model, (i. e., 
a family of subspaces Hi!) cH on which the unitaries 
U(x) , U(A) act like an irreducible representation of the 
Poincare group with mass zero and helicity Si}, then 
the S matrix for these particles is trivial. 

Our interest in this problem arose in discussions with 
Haag on supersymmetric field theories, In a recent ar
ticle Haag, Lopuszanski, and Sohnius have analyzed the 
structure of all possible super symmetries of the S 
matrix. 3 They found out that in a pure S- matrix formal
ism there is essentially only one way of a complete 
fusion between internal and geometrical symmetries, 
including dilations. Since such a structure looks very 
promising from the point of view of phYSiCS, one may 
ask whether it can be embedded into a conventional field. 
theoretical setting. As a consequence of our analysis 
the answer to this question is negative: If the theory is 
to describe collisions of massless particles and if dila
tions are to be a proper, unbroken symmetry, one has 
to abandon some of the usual field theoretical assump
tions. At present it is unclear how the assumptions have 
to be modified and we refrain from speculations. How
ever, we want to emphasize that even in a modified 
scheme the local observables (the currents, etc.) should 
have a structure similar to that of ij given above. What 
may then be learned from our analysis is that massless 
particles in the vacuum sector of the observable algebra 
do not interact. It is therefore unlikely that particles 
like the photon and the TJ' - meson (both of which carry 
the charge quantum numbers of the vacuum) can be in~ 
corporated into such a scheme. This apparently re
stricts the possible range of application of these models 
to weak interaction physics. 

2. THE PROOF 

The central idea of the proof is very simple: we de
rive an asymptotic expansion for the function A 
-D(A)AD(A)-l at x=O, where A is a suitable local 
ope rator taken from a:. It turns out that 

D(A)AD(A)-l = (~, A~) ·1+ A. cP + O(A), (3) 

where this expansion is understood in the sense of oper
ator valued distributions; ~ denotes the vector repre
senting the vacuum and cP is some local field. Now the 
crucial point is that if 1:> is not zero, it creates a masS" 
less particle from the vacuum. It then follows from 

Copyright © 1977 American Institute of Physics 1107 



                                                                                                                                    

Huyghens' principle (i. e., the time like commutation 
relations between local and asymptotic fields given in 
Ref. 4) that the S matrix of this particle can only be 
trivial. 

Unfortunately, there are models in which, for kine
matical reasons, all local operators A give rise to a 
vanishing 1:/>. However, this defect can be cured by a 
slight modification of the above expansion: dilating and 
boosting the operator A simultaneously, one arrives at 
an expression similar to (3), but with a nontrivialI:/>. To 
abbreviate the argument, we confine our attention to 
models involving only one type of massless particles 
with helicity s = O. But we shall give a brief outline of 
how to proceed in more complicated situations. 

Now let A be any operator from lJ which is localized 
in a bounded region 0 c 1R4. We regularize A according 
to 

(4) 

where t - U(t) are the time translations. cp(t) is a test 
function with compact support which has a Fourier 
transform ;P(w) with a twofold zero at w = O. The smooth
ed operator AlP is still local and we get the following 
bound on its two-point function: 

Lemma 1: Let ~ - E(~) be the spectral proj ections of 
the mass operator M = (p2)1 /2 where ~ s; 1R' is any Borel 
set of mass values. Then 

1 (A~n, E(~)U(x)A .. n) I.:; c· (1 + Ix14)-1 

'{IIE(~)AnIl2 + IIE(~)A*nll2} 

where the constant c depends neither on x nor on ~. 

Proof: Using the methods of the Jost-Lehmann
Dyson representation, one can show that the function 

h,,(x):= (An, E(~)U(x)An) - (A*n, E(A)U(- x)A*n) 

vanishes in the spacelike complement of some bounded 
region 0 1 which depends only on the localization 
region (j of A (see, e. g., Ref. 5, Lemma 6.2). Now, 
if one puts 1J;(t) = f ds q5(s)cp(s +t), one gets, owing to the 
spectrum condition, 

(A.n, E(~)U(x)AlPn) 

= J dt l/J(t) (An, E(c:.)U(t, x)An) 

= J dt 1jt(t) (An, E(c:.)U(t, x)An) 

= J dtl/i+(t){(An, E(~)U(t, x)An) 

- (A *n, E(~) U(- t, - x)A *n)} 

= J dt I/i'(t)h,,(t, x), 

where 

l/J+(t) = (21ft1 /2 fo ~ dw~(w) exp(- iwt) 

= fo ~ dw I cp(w) \ 2 exp(- iwt). 

Since I cp(w) 12 is a test function with a fourfold zero at 
w = 0, it is easy to verify that l/J+(t) is continuous and 
Il/J+(t) I.:; c . (1 + 1 t 15 r1. Taking the support properties of 
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hll (x) into account, one arrives at 

/ (A .. n, E(A)U(xlA.n) / 

.:;[ dtlf(t)/'/hll(t,x)1 
I tl~I"I-R 

where R is some length which depends only on A. From 
this inequality the statement of the lemma follows at 
once. • 

We take now the operator AI/> and carry out the follow
ing manipulations: First we dilate it, then we boost it 
in a fixed direction, and finally we smear it in the two 
remaining spatial directions. For the boosts we take 
those in the Xl direction: 

K~= ~(A_A-1) i(A+A-1) 

(

t(A + A-1 ) t(A- A-1) 

(5) 

Then if X" = (0, x2, x3) denotes the projection of x onto the 
(x2,x3)-plane and if d2x"=dx2 dx3 , we set 

B~ = A-1 
• J d2x"f(x")U(x"JU(K>.)D(A)A .. 

x D(A)-1 U(K>.)-1 U(X")-l, 

where f(x") is any test function with compact supporL 
To begin with, we examine the localization properties 
of B>.: Since A I/> is localized in some bounded region 0, 

(6) 

it follows from (6) that B>. is localized in {A' K>.O + supp.!}. 
Now lim~_oA'K~=P, whereP is the projection onto the 
ray (a, - a, 0, 0), a EO R. Therefore, the operators B~ 
are, for sufficiently small X, localized in a fixed bound
ed region 0 1 , The next step is to show that the sequence 
B~n converges to a (possibly zero) one-particle state 
in the limit of small X: 

Proposition 2: Let B>. be the operator defined in rela
tion (6). Then the weak limit w-lim~_oB>.n exists and is 
an element of HI' 

Proof: The proof of this assertion is based on Lemma 
1. Since U(K>.) commutes with U(x") and E(~), we may 
write 

IIE(c:.)BA!111 2 = x-2 
• J d2X " J d2y'j(x\f(y") 

X (A~, E(X~)U(A-1[y" _ x"])A~n), 

where we have made use of relation (2a). If we set 
g(X") = f d2y"j (y")f(X" + y\ we get, using Lemma 1, 

= X-2 • f d2x"g(x")(A",n, E(Xll.)U(A-1x")A~n) 

~ SUpyl \ g(y") I . c J d2x"(1 + I x"i 4)-1 

·{IIE(XA)AnI1 2 + IIE(A~)A *nll2}. 

Putting c:. = R+, it follows that the sequence B>.n is uni
formly bounded in X. Putting c:.c = [a, b], where 0 < a 
.:; b < <Xl, it follows that lim/._ oIIE(c:.c)B>.!111 = 0 because the 
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continuity properties of the spectral resolution imply 
lim~_oIlE(AAc)4>1I = 0 for every vector 4> cH. Thus the 
sequence B~~ converges weakly to zero on the ortho
gonal complement of the one-particle spaceHt • It re
mains to establish its convergence on H l' Since we are 
dealing with only one type of massless particles with 
helicity s = 0, we may identify the one-particle states 
>It cH1 with their momentum space wavefunctions >It(p) 
in L Z(R3

, d3p /21 pi). The dilations and Poincare trans
formations act on these functions as follows: 

(D(X)>It)(p) = X· >It (Ap) , (7a) 
(U(t, x)>It)(p) = exp[i(t I p \ - xp) ]>It(p) , 

and 

(7b) 

where 11.-1 0 P denotes the spatial components of the 4-
vector II. _l( 1 pi, p). What is crucial now is that the wave
function (A" ~)(p) of the one-particle state E({ O})A 11 ~ is 
continuous in p if A", is the operator defined in relation 
(4). To verify this, we fix a set L of Lorentz trans
formations II. which are close to the identity I, e. g., 
L ={II.: 1I11.-/II,;;H. Since A is local it is obvious that 
all operators (U(II.}-1 AU(II.) - A), A c L, are localized in 
a bounded region 0 of configuration space. Therefore, 
we get the estimate, using relation.(7) and Lemma 1, 

(1T/1 pi) I ;(Ipl) 1 2
• I (A~)(II. op) _ (A~)(p) 12 

= (1/21 pi) . «U(lI.t1AU(II.) _A)",~)(p) 12 

= (21T)-3 • J ~xexp(ixp), «U(II.)-1AU(II.) -A),,~, 

E({O})U(x)(U(lI.tl AU(II.) -A),,~) 

,;; c ·{II(u(II.) -l)E({O})A~llz+ II (U(II.) -l)E({O})A*~II~, 

and this inequality holds for all II. c Land pc R3. Since 
we may take for cp a test function which has a zero only 
at the origin, it is evident that limA_I(A~)(1I. 0 p) 
= (A~)(p) for p * O. But this shows that (A~)(p) and there
fore also (A ",~)(p) = (21T)l /zq;( 1 p 1 )(A~)(p) are continuous 
at p* 0 because for every sequence Pn converging to p 
we can specify a sequence of Lorentz transformations 
II.n such that, for sufficiently large n, 11..0 P = P. and 
lim.II..=I. In order to establish the continuity of 
(A ,,~)(p) at p = 0, we estimate 

(1/2Ip\) I (A",~)(p) 12 

= (21T)-3 J ~x exp(ixp) . (A",~, E({O}) U(x)A,,~),;; c. 

This bound holds uniformly for all pc R3 and implies 
lilllp. o(A ",O)(p) =0. Now we are almost finished: Using 
relation (7), we get for the wavefunction (BAO)(p) of the 
one-particle state E({ O} )BA 0 

(BA~) (p) = 21T ·1 (p~) . (A ",0) (X· Ki.1 
0 p), 

where 

An easy calculation shows that limhO A' Ki.1 0 P = i( 1 p 1 
+ PI)et. where 8t = (1, 0, 0). Taking into account the con
tinuity of p- (A",~)(p), we get 

(8) 
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It then follows from the bounded convergence theorem 
that the limit lim)._o f{~p/21 p 1 }\}1(p)(B).~)(p) exists for 
all test functions \}1(p) with compact support. These 
functions are dense in L 2(R3 , ~p /21 pi) and since the 
vectors BA~ are uniformly bounded in A we conclude 
that the weak limit w-lim)._oE({O})B).~ exists. This fin-
ishes the proof of the statement. _ 

Remark: Using the above proposition and the locali
zation properties of the operators Bl , one can show that 
lim)._oB~ also exists on a dense set of vectors inH. 

The wavefunction of the one-particle state w-lim)._ 0 

BAn is given by the right hand side of equation (8). It 
is therefore easy to specify a local operator A for which 
this vector is nontrivial: Pick, for example, a one
particle state 4> cH1 which is invariant under spatial 
rotations R - U(R). Since ff is irreducible, there exists 
a local operator A1 c ff such that the matrix element 
(4), A1~) is not zero. The operator A = f djJ.(R) U(R) 
xA1 U(R)-1, where djJ.(R) is the Haar measure on the 
group of rotations, then has the desired property. If 
one takes At Hermitian and the functions cp, f real, one 
can even arrange for the approximating operators BA 
to be Hermitian. 

In the remainder of this section we shall show that 
the existence of an operator sequence BA with properties 
mentioned above implies that the massless particles do 
not scatter. The argument is based on results recently 
derived in Ref 4 in the context of collision theory for 
massless particles. We recapitulate the main facts 
briefly: As in the massive case, there are collision 
states 

in in out out 
4>1 X ••• X 4>. and 4>1 x· . . X 4>. 

in H corresponding to incoming and outgoing configura
tions 4>11 ... ,4>. CHl of massless particles. These vec
tors have the familiar Fock structure known from a 
free theory. They can be generated from the vacuum i2 
with the aid of asymptotic fields A In and A out. The bound
ed functions of the fields which are localized in a re
gion 0 constitute the local asymptotic field algebras 
ffln(Q) and ijDut(Q) respectively. They have commutation 
relations with the basie fields which may be interpreted 
as the field theoretical version of Huyghens' principle: 
If 0 is any bounded region and if 0 +, O. are two regions 
which have a positive and negative timelike distance 
from 0, then 

(9) 

for arbitrary F c ij (0), F!n c ijID(O +}, and F~ut c ijDut(O J 
This relation is the key to the proof of the following 
statement. 

Proposition 3: If there exists a bounded region 0 c rn 4 

and a sequence of Hermitian operators BA c ff (Q) which 
converges weakly on the vacuum to some nonzero vec
tor in H l, then the collision states 

in in out out 
4>1 X ••• X 4>n and 4>1 x· .. X 4>n 

coincide for arbitrary configurations 4>1> ... , 4> n c H 1 • 

Consequently, the S matrix is trivial. 
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Proof: We define Br=U(L)BAU(L)"l, where L=(A,x) 
is an arbitrary Poincare transformation and U(L) 
== U(x) U(A) is the corresponding unitary in H. Since BA 
converges weakly on the vacuum to some nontrivial one
particle state <P E H 1 we get w-limA _ oBf n = U(L) <P = <P L' 

These vectors form a total set in H 1 because the 
Poincar~ transformations are irreducibly represented 
inH1 • Now the operators sf are localized in the region 
L(). Using relation (9), we get therefore 

(F!n<pL, ~utn) ==lim (F!nsfn, ~utn) 
A-O 

== lim (F~nn, ~utBfn) == (F!nn, F~ut<PL)' (10) 
A-O 

provided F!n E IJ1n(LO+)and F~ut E lJout (LO J. Since the 
operators A In and A out are free fields, it is straight
forward to verify that the bounded operators F!n and 
F~ut in this relation may be replaced by products of 
smeared field operators Atn, ... ,A~n and A~~\, •.. ,A~ut, 
which are localized in LO + and LO _ respectively. Thus 
we arrive at 

(11) 

Now we can prove the proposition by induction. For a 
one-particle state there is nothing to show, so let us 
assume that 

in tn out out 
<Pl X ••• X <P". == <Pl X· •• X <P", 

for arbitrary configurations <P1o ... , <P '" E H l' This im
plies in particular that AIn ... A~nn =Afut ... A~utn and, 
using relation (11), we get 

(AIn .. 'A~n<pL,A~~\" .A~utn) 

=(AIn ..• A~·n,A~~\ .. . A~ut<PL) 

= (Afut ... A::.utn, A~uA ... A~ut<PL) 

= (Att ... A~ut<PL,A~~\ .. 'A~utn), 

where the last equality sign follows from an explicit 
calculation of the scalar products. If we set <Pl 
=Atnn, ... , <Pn =A~utn, we can reexpress this equation 
in terms of the collision states, 

in In in out out 
(<P1 X ,,, X <Pm x <P L,<P",+l x .. · X <pn) 

out out out out out 
= (cI>1 X ••• X cI>m X cI>L, <I>m.l X •• , X cI>n), 

provided Atn
, ••• , A~ut are operators with the special 

localization properties mentioned above. However, 
keeping in mind that the vectors <I>L form a total set in 
H1 , one can extend this equation by continuity to arbi
trary configurations <I>1, ••• , <P", cI> L E H 1 4 and it is then 
obvious that 

in in out out 
<I>1 X ••• X <I> ",+1 = cI>1 X ••• X <I> m+l • • 

Combining the two propositions it follows that the 
massless particles inHl do not interact if the dilations 
are a true symmetry. We have established this result 
only for one type of massless particles with helicity 
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s = O. In the presence of a family of one-particle spaces 
Hfi)cH on which the unitaries U(x) , U(A) act like an 
irreducible representation of the Poincare group with 
mass zero and helicity S I> the main modifications are 
in the second part of the proof of Proposition 2: For 
vectors'll EH1(k) relation (7b) changes according to 

where the index k refers to the space H 1"'). The func
tions a(A, p) are the Wigner phases. 6 They are not com
pletely fixed by the structural relations imposed by the 
Lorentz group. As a matter of fact we may choose a 
convention such that the fLlctions a(A, p) are simul
taneously continuous in A and p except at p = 0; more
over, we may require tl-}at a(KA' p) = 0, where KA are 
the boosts in the Xl direction introduced in relation (5). 
It is then easy to verify that the functions (BAn)k(p) are 
continuous and that the analog of relation (8) holds. The 
proof of Proposition 3 carries over almost literally, and 
we may therefore omit the details. 

Finally we want to point out a further generalization 
of our main resulL In an asymptotically complete the
ory of massless particles there always exist two repre
sentations Dln(A) and Dout(A) of the group of dilations 
which act on the asymptotic fields A In and A out, respec
tively, as in a free field theory. Their commutation 
relations with the translations U(x) and Lorentz trans
formations U(A) are again given by (2a). However, they 
do not, in general, act on the basic fields according to 
relation (2b). In order that the dilations are an asymp
totically visible symmetry, it would be sufficient to re
quire 

(12) 

and relation (2b) could be dropped. But this assumption 
still implies that the S matrix is trivial! To verify this, 
one has only to realize that Propositions 2 and 3 still 
hold in this case with obvious modifications. The proof 
of Proposition 2 depends on the clustering properties of 
the vacuum and relation (2a) and therefore applies. Of 
course, the operators BA are in general not local. How
ever, relation (10) which was crucial for the proof of 
Proposition 3 can still be established. This follows sim
ply from the fact that the asymptotic nets 0 -IJ In(O) 
and 0 - {j0ut(O) transform under the dilations D(A) 
=Dln(A) ==Dout(A) according to relation (2b). Hence, if, for 
example, A E \YCO), where 0 is any bounded region 
which contains the origin and if F!nElJln(o.), where 0+ 
has a positive timelike separation from 0, one gets for 
;\,<1 

[D(;\,)AD(;\,)"\ F~n] 

= D(A)[A, D(A-1)F!nD(;\,-1 j"l]D(A)-l = 0 

by Huyghens' principle. A similar relation holds for 
~ut E IJ out (0 J. It is then easy to verify that the opera
tors BA commute for small A with the operators in 
IJln(o.) and lJout(OJ where the regions 0., 0_ depend only 
on the localization properties of f and A ~. The rest of 
the argument can then be carried over. 
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The complex-energy distorted plane waves for scattering via a general class of two-body Coulomb-like 
potentials are shown to satisfy off-energy-shell Lippmann-Schwinger equations in the case of two particle 
scattering and appropriately iterated Weinberg-Van Winter and Faddeev equations in the case of three 
particle scattering. A renormalized off-energy-shell formalism is defined for scattering involving more than 
one charged fragment in either the incoming or outgoing channel. The existence of the limit to real 
energies of the renormalized off-energy-shell formalism is verified. 

I. INTRODUCTION 

A knowledge of the various possible off-energy-shell 
two-body T matrices allows one to construct the kernel 
of the Faddeev equations. 1 An important case for which 
integral representations of the off-shell two-body T 
matrix are known is that of the pure Coulomb poten
tial. 2-4 These integral representations have been ap
plied to elastic and rearrangement scattering of a 
charged particle by an uncharged fragment (see Ref. 5 
for references to previous results). Unfortunately, 
when there is more than one charged fragment in either 
the incoming or outgoing channel, the solutions to the 
off-shell equations will not have physical on-energy
shell limits. In this paper we apply the recently de
veloped stationary Hilbert space scattering formalism6

,? 

together with various results concerning the existence 
and integrability of the Green's functionsB to define a 
renormalized off-energy-sh(~H sca.ttering formalism 
for general Coulomb-like scab,ring. 

In order to define a renormalized off-shell formalism, 
the usual off-shell scattering theory must be related to 
the operators W!:l defined as follows: 

W!~l = (±) j~~" duexp('fu)n(<tl(u/f), 

n(a)(t) =exp(iHt) exp(- iHri)P(a), 
(1.1 ) 

where the self-adjoint operators II. ::F'J Ii", denote the 
full Hamiltonian and a -channel Hami;tonian respectively 
and p(al denotes the projector onto the~hannel subspace 
H(a). The operators W!~) provide the lid"!:. between the 
time-dependent and stationary short-range s(~~'l.ttering 
theory9-U and can be shown10,l1 to have the following 
strong Riemann-Stieltjes integral representations: 

(1. 2) 

where E~'" denotes the spectral function of Hu. If the 
Green's functions corresponding to (H -A±iEt1 satisfy 
various conditions lsee Theorem (4.1H the complex
energy distorted plane waves can be defined in terms of 
the Fourier transform of the Green's functions and the 
operators W!:) can be expanded in terms of these com
plex-energy distorted plane waves. Thus there exists a 
mathematically rigorous relation between the time
dependent theory based on the operators n<al(t) appear
ing in (1.1) and the time-independent formalism based 
on the complex-energy distorted plane waves defined in 
terms of the Fourier transform of the full Green's 
functions. 

1112 Journal of Mathematical Physics, Vol. 18, No.5, May 1977 

In the case of N-body Coulomb-like scattering 
DoUard12

-
14 has shown that one can formulate a time

depehdent scattering theory via the a-channel modified 
01' renormalized wave operators, n!"", defined as 
follows: 

n!al == s-limO<Q) (t), o(a)(t) = n(U)(t) expl- iG(al (t)), 
I~." (1. 3) 

where the time-dependent renormalization term G(al(t) 
is given by 

G{al(t)=dt)~ e,eSmJma 10gfZltllmJPa-m;PJI2], 
'<kim} .-mk~,1 [m,rnk(rnJ+mk) 

dt)={l, t>O, (1.4) 
-1, t<O, 

where el , m" and PI denote respectively the total 
charge, mass, and momentum of the jth fragment. The 
existence of the renormalized wave operators (1. 3) has 
been shown12,13 for N-body scattering via a general 
class of two-body Coulomb-like potentials (in particu
lar for two-body potentials which satisfy condition (B) 
of Sec. lIB). 

It is clear that the time-dependent renormalization of 
the operators n(a)(t) needed to obtain a satisfactory 
time-dependent Coulomb scattering theory will induce 
a modification of the off-energy-shell formalism based 
on the complex-energy distorted plane waves. This 
modification was derived in a Hilbert space contexe and 
will be briefly reviewed in Sec. II together with various 
technical results which will be required later. 

In Sec. IV sufficient conditions are given in order 
that the operators W!:l can be expanded in terms of 
complex-energy distorted plane waves. The complex
energy distorted plane waves are shown to satisfy off
energy-shell Lippmann-Schwinger equations in Sec. V 
and appropriately iterated Weinberg-Van Winter and 
Faddeev equations in Sec. VI. A renormalized off
energy-shell formalism for two- and three-particle 
Coulomb scattering is defined in Sees. V and VII re
spectively. The results of Ref. 7 are used to show the 
existence of the limit to real energies of the renor
malized complex-energy distorted plane waves and 
renormalized off-energy-shell T matrices for two- and 
three-particle scattering via a general class of two
body Coulomb-like potentials, 

II. PRELIMINARIES 
A.Coordinates and notation 

Corresponding to the channel a the N particles 

Copyright © 1977 American Institute of Physics 1112 



                                                                                                                                    

making up the scattering system will be grouped into 
n", fragments. Bya suitable transformation the co
ordinates corresponding to the particles making up a 
fragment j can be transformed to a center-of-mass 
coordinate ZJ together with a set of "internal" co
ordinates (if j is composite) denoted collectively by x J• 

Since only two-body forces are considered in this paper 
it is convenient to separate the total center-of-mass 
coordinate. Thus the n", center-of-mass coordinates 
(Zu ••. , Z"",) are transformed into a total center-of
mass coordinate :it together with n/lt - 1 "relative" 
center-of-mass coordinates (Xl' ... 'x" .... l). Such a 
choice of coordinates induces a decomposition of the 
Hilbert space H =L 2(R3N) as follows: H =H c,m. 21 Hint 
=L 2 (R3) 21 L 2(R,(N-l». Furthermore, the wave and 
scattering operators factor as O!/lt) =n® O!/lt) and S"'6 

=ll® S"'/I' where II denotes the identity onH c ..... and the 
operators acting in H lut have been denoted by the same 
symbols as the operators acting in H. All results con
tained in Ref. 7 can now be expressed as results in 
Hint without reference to H o.m.' 

In the following the coordinates after removing the 
total center-of-mass will be collectively denoted by x, 
where x = (x"",_l1 x""') = (Xli' •• , Xn .. -H Xl, •.• , x""). The 
conjugate momentum corresponding to X" .... 1 will be col
lectively denoted by p"o-l> where p"a-l = (PH' ", p"a- l )' 

Furthermore, the coordinates X",,_l will be chosen so 
that the total energy 1£<"') associated with H" takes the 
following form: 

"",-1 

E(a)- ~ p2 +E("') 
- LJ J lut' 

J~1 

(2.1) 

where E::t) denotes the bound state energy of the com
posite fragments making up the channel a. 

In order to derive the existence of an off-shell for
malism, various Hilbert space relations will be ex
panded in terms of free plane waves, 

q, (x ) = (211' )-3("a -1) 12 exp(ip • X ) 
'"a-l " .. -1 "a -1 "a -I , 

where 

via the Fourier transform. The Fourier transform is a 
unitary map from the position representation L 2(R3("",-I» 

to the momentum representation L a(R3 ("a- 1), dp" -1)' 
which is defined as follows: a 

/(p"a-1)=1. i. m. i R3(na-l) dx""-Iq,'",,,_l (X",,_I)/(X",,_I)' 

where /E L 2(R3 (",,-I» and 1. i. m. means the L 2-limit 
D- R3

(",,-I), where D is a sequence of hounded sets. 
Furthermore, 

(2.2) 

/(x"a-1) = 1. i. m. iR3(" .. -l) dP"a-1¢'"",_1 (x"a- l )j(P"",.I) 

(2.3) 

B. The Hamiltonian 

In this paper we will assume that the scattering sys
tem consists of N distinguishable spinless particles 
interacting via two-body Coulomb-like potentials and 
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described by the self-adjoint Hamiltonian H acting in 
L 2(R3(N-l) having the form 

(2.4) 

where Ho is the unique self-adjoint extension of the 
formal sum of Laplace operators v~ [Ref. 15, Chap. V, 
Sec. (5.2)]. In particular, it will be convenient to re
quire that each Vjj' satisfies the following condition: 

(B) V=Vc+Vs' VsE [2(R3)n [l(R3
), 

Vc(x)=Z!XI-l, where Z is a constant. (2.5) 

If each Vil'satisfies (B), then16 Vi!' is a Kato poten
tial, Le., 0 (VII')::JO (Ho) and for any a> 0 there exists 
a b > 0 such that 

and thus15 H and the a -channel Hamiltonian H" are 
self-adjoint with 0 (H) =0 (Hcx) =0 (Ho)' 

C. Stationary Coulomb scattering 

(2.6) 

The existence of stationary renormalization terms 
denoted by F!~)* for N-particle Coulomb scattering was 
shown in Refs. 6 and 7. In particular for G(CX)(t) given 
by (1. 4) the F!:)* can be computed and are given by 

F!~)*(P'a-l) = {(:t) i a

", duexp['fU + iG(CX) (U1fnr 

=r(l:ti~ mJm"eJell)-l 
10 1 PJ" 1 

x [.~mimkeielll €m/m,,(mj+m,,)] 
exp ± t LJ 1 1 og 1 12 , 

J<II PJII 2 PJII 

(2.7) 

where PIli =2:7~-1 C;"P, =mJP,,- m"PJ with the constants 
C~k depending on the particular choice of relative cen
ter-of-mass coordinates. The expressions (2.7) are 
well-defined for each E > 0 onO (tI) the set of functions 
dense inH(") having the form q, =¢lnj2iXJ' where XI' 
j = 1, •.. , na denote the bound states making up the 
channel a and n.. F L 2(R 3 (.,,-1)·dp ) satisfies "+"1 - , n Ct-l 

It has been shown7 that if the renormalized wave 
operators 01") for Coulomb-like scattering exist then 
they are related to W!:) as follows: 

(2.9) 

for Ij!EO C,,). Furthermore, the S operator S",a=(21Ti)-1 
xn!/I)*o~") has the following stationary representations: 

(q, I Stlal/!) = lim(- 1T)"1 
, • .0 

(2.10) 

J. Zorbas 1113 



                                                                                                                                    

(cp I SaaIJI) = lim lim (-1f )-1 
61 ~+O '2".0 

X/F(~)*n.1 [+00 dEH~v(8Iw(a)F(a)* 
\ + '1 0/ J .. 00 A A .. '2 .. 12 

x (Ra _E~)2 +E~ I/!) (2.11) 

for CPED(81, I/!E/)(a) withD(a) defined as follows 

D (a) = {l/J E D (a)1 r(1 ± i I; m JmkeJek)-l IjiE D(H
ot

)} • 

J(k IPJk I 
(2.12) 

III. SCREENED OFF-SHELL T-OPERATOR 

In the case of two particle scattering via short-range 
potentials the on-energy-shell T matrix takes the form 

== C f
R

3 dxCP.(x) V(x)cp;~x) I E (0) (P )=E (O)(p')' (3.1) 

where cp;(x) denote the distorted plane waves and C is a 
constant. It is clear from the form of CP;(x) for large 
\ x I that the above integral will not exist in the Lebesgue 
sense unless I Vex) 1== O( I X 1-3-~), 7) > 0, as I x \ - 00. Thus 
for potentials which decrease slower than Ixl-3-~, 7» 0, 
for large \ xl a convergence factor must be introduced 
within the T matrix and the physical T matrix under
stood as an appropriate limit as the convergence factor 
is removed. In this section we will introduce the con
vergence factor within the stationary Hilbert space 
formalism and relate the resulting screened off-shell 
T operator to the S operator for Coulomb scattering. 

It will be convenient to consider cutoff functions 
gAa I(Xn", -1) which satisfy the following general require
ments denoted collectively by (C): gkal (xna _1) is a 
real measureable function of (Xl> ••• , Xna -1) which satis
fies for some constant D 

\glt )(Xna-l) \ '%' D, for all R > 0, 

lirngAa )(Xn -1) = 1, 
R-oo a 

(3.2) 

and is such that the corresponding cutoff Hamiltonian 

(3.3) 

is self-adjoint with domain D(Ho) for each R> 0, where 

If the two-body potentials making up Hare Kato poten
tials, then V~t) is a Kato potential for R> ° and thus 
HR having the form (3.3) is self-adjoint with domain 
D (Ho) for each R> 0. 

The following theorem provides cutoff dependent gen
eralizations of the stationary representations (2.10) and 
(2.11) of the S operator. 

Theorem 3.1: Suppose that H=Ho+L,j<J VlJ' where 
each V jJ is symmetric anD (VjJ)::lD (Ho). In addition 
assume that the renormalized wave operators for 
Coulomb-like scattering exist and the cutoff function 
g}J1l satisfies (C). Then the follOwing stationary 
representations of the S operator Sa~ are valid: 
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(CP ISa81/!)=limlim(-1f)-1 
t~+O R·. 

for CPED(~), lj;ED(Ha)nH(Ot) and 

(cp I SOt~lj;) = lim lim lim (-1f )-1 
'1 ... 0 '2"+0 R ... .o 

X(F(~)*n.1 f+'" dEH~v(8)w(a)F(a)* 
+01 'i' '"1. A R -62 .62 

.00 

X E1 ,1,) 
(Ha -~.)2 +E~ 'I' 

for cP ED (~) and Iji ED (Ot). 

(3.4) 

(3.5) 

Proof: We will only give the proof of (3. 5) since (304) 
can be shown in an analogous manner. 

The relation (3. 5) will follow from (2. 11) if the follow
ing equality is valid: 

=:s-lim i+'" d EH~V(~)W(a)F(a)* __ E_1 __ 1/! 
R_oo _'" A A R -62 ·<2 (H(JI-~.)2+E~ 

(3.6) 

for each El > 0, E2> 0, and I/! ED (a). 

Due to Lemma 1 of Ref. 10 there exists constants 
a and b such that 

(3.7) 

for I/! ED (H a ). A similar argument as given in the proof 
of Theorem 1, Ref. 17, applied to the first te rm on the 
right side of (3.7) yields the existence of constants A 
and B such that 

II Vlf)W~~)</!11 '%'AIIHQI/!II +B III/! II 

for </! ED (H a ). Thus the following Bochner integrals 
exist (Theorem 3.7.4, Ref. 18): 

fo'''' dt exp[ 'fElt + iH~tlV}f) W~~; exp[ - iHQt]F~~;* I/! (3.8) 

for l)! ED (a) and El > 0, E2 > O. Furthermore, Theorem 
3' of Ref. 10 is applicable and allows the interchange of 
the spectral integral and Bochner integrals which leads 
to the following equality: 

+ (21f)"1 i'" dtexp(-€l t + iHBt)V~)W~~~ 
xexp(_ iHQt)F~~;* l)! (3.9) 

forE1>0, E2>0, and Ij!Ejj(a). By the Lebesgue dominat
ed convergence theorem for Bochner integrals18 the 
strong limit R - + 00 of (3. 9) can be taken explicitly, 
and it yields the Bochner integrals in (3.9) with Vlf) 
replaced by V(~). Applying Theorem 3' of Ref. 10 allows 
us to conclude that these Bochner integrals are equal to 
the first term in (3.6), which concludes the proof of 
(3.5). 
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IV. COMPLEX·ENERGY DISTORTED PLANE WAVES 

In order to define renormalized complex-energy dis
torted plane waves corresponding to the left side of 
(2.9), we require the relationship between the operators 
W!~) and the complex-energy distorted plane waves 
defined by (4.3). The derivation of this relationship is 
given in this section. 

The following theorem provides sufficient conditions 
for the expansion of the operators W!:) via complex
energy distorted plane waves. 

Theorem 4.1: Suppose that the resolvent (H _1:)-1, 
1m!: ,*0, has the form of an integral operator in the 
position representation, i. e. , 

[(H - b)-I}(X) = J~3(N-l) dx' G(x, x'; b)zp(x') (4. 1) 

for almost all x E R3(N-l) and l/! E L 2(R3(N-l». In addition, 
assume that the kernel G(x,x'; b) satisfies for IReb I 
<M<oo 

f
R

3(N-l) dx fR3(N-ll dx' I <1> (x)G(x ,x'; b) I "'" C(<1>, M, 1mb) 

(4.2) 

for each <1> E L 1(R3 <N- 1» n L 2(R3 (N
o l», where the finite 

constant C(<1>, M, 1m?;) depends on <1>, M, and 1mb. 
Furthermore, assume that for a given channel a the 
bound states Xi(x i ) making up the channel a are square 
integrable and L" functions of xi for j = 1, ... ,no;. Then 
the complex-energy distorted plane waves <1>!o;)t6(x) de-

"Q-l 
fined by 

<1>(o;)"(X)-('fiE)J dx'G(x x"E(a)±iE) 
p.

a
- 1 - R3(N-l) " 

na 
X f.!l x/xj ')<1>P.

a
_

1 
(X~ .. _I) (4.3) 

exist for almost all XE R 3(N-I) and each E > 0. Further
Tore, for each l/! E H ("') of the form i/! = ZPI nJ~'t Xi with 
1J!1 (P'

a 
-1) a bounded function with compact support the 

operators w!~) can be expanded via <1>!OI)H(X) as follows: 
n a:-1 

(4.4) 

for almost all x E R 3(N-ll and each E > 0. 

Proof: The requirement that Xj E L ." j = 1, ... , na, 
and (4.2) show that (;(x, x'; E( Q) ± iE) nJ~ Xi(x j

') 

x<1>Pn,,_I(X~o;_l) is integrable in x' for almost all XE R 3 (N-I) 

and thus <1>1")H(X) defined by (4.3) exists. 
n a-I 

In order to derive (4.4), we introduce the function 
X",(x. -1) as follows: 

'" 
( ) {

I, x. 'I,e=:~, 
X", x. '1 = ° Q rI- ~ 

0:: , Xn ",-1 , 

where ~ is a compact subset of R 3 ('Q0I). In analogy with 
the derivation of (1. 2) from (1.1) the following strong 
Riemann-Stietljes integral representations can be 
verified: 

From the definition of the strong Riemann-Stietjes 
inte gral'o (4. 5) yields the following equality: 

<<1> I wi:'",> = lim lim lim 
"'_R3(.",-1l N- .. IWNI-o 
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(4.5) 

~ (<1> I H ~~;±iE x",Ef).~_l').IIZP) (4.6) 

foreachE>O, <1>EH 1n t> "'='hrrj~xiEH(a>, where-N 
=Ao< Al < ... <AN =N, A~ E (A/_" A/J, I1TN I =sUPIc/",N 
X (A, - A,_I)' Applying (4.1), (4.2), and the assumption 
that Xj E L ." j = 1, ... ,n"" allows us to rewrite (4.6) 
as follows: 

N 

(<1> I W:.l/J) = lim lim lim ~ 
"'_R31.a-l) N- .. IwNI-o /=1 

i
R

31. a-l) dP"a-l~l (P.a-l)xIA,ol.).,1 (E(Q» 

x f R3IN-l) dx <1>(x)(± iE) fR31N-ll dx' 

xG(x, x'; A; 'fiE )XA (X~",_l) 

'Q 

X n Xj(X j')<1>p "X~ -J (4.7) 
j=l na:- Q 

for <1>EL I(R3(N-I»nL 2(R3(N-I», ~EH(Q>, ~lEL 1(R31'Q-l» 
n L 2(R3('a- 1 » and 

(Elet» _{I, A"I < E la )"", AI> 
XO'I_l'AI J - 0, E la ) i (A ,_l1 

A,]. 

In order to perform the sums and limits in (4.7) A; 
must be replaced by E la ) 0 The first resolvent identity 
together with 

(4.8) 

yield the following inequality: 

N I A E JR3('a- I ) dP"Ot-I~l(P"Ot-l)xIAI_l'AIJ(EIQ» 

XiR3(N_lldx<1>(x) {UH-A;±iE)-l 

- (H - E(a) ± if ,-l]x", ~'" Xj<1>p }(x) I 
i=1 'a01 

"'" I1TNk211~11IIII<1>1121IX",b~ Xit (4.9) 

Since the limit I1TNI-O of (4.9) is zero the relations 
(4.7) may be replaced by the following equality: 

X ~I (Pna-l)x(~l-l' ~Il (E(O<») i R3(N-l) dx <1>(x)(± iE) 

X i
R

3IN-l) dx' G(x, x'; E(OI' 'f idx", (X~",_I) 

By requiring that ~l(P'Q-l) be a bounded function of 
compact support there exists an M such that 

(4.10) 

I E:"')(P'''''1)1 "'" M for all P.",-I contained in the support 
of ~I' Thus the following inequality is valid: 

iR3!n",-l) dP.Q_l iR3(N'1) dx fR3(N-I) dx' I ~I(P"QoI) 
Xx (EIQ»"'(X)G(x x'· E la ) 'f iE) 

(~I_l'A,J 't' " 

X X", (x~ a-J ?i Xi (xi')<1> P_ 1 (x~ 01) I 
j:=l "cw.- Q: 

(4.11) 
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The above inequality justifies taking the limits and sum 
in (4.10) which then reduces to 

(rf> I w:,l/') = JR3<N-1l dx rf>(x) JRsCncx-1l dPncx-1 

Xrf>CCXlH(X):i, (p _). (4.12) 
PnQ;-l ¥'l "ex 1 

The relations (4.4) follow immediately from (4.12) 
which concludes the proof of the theorem. 

The requirements (4.1) and (4.2) can be verified for 
a general class of Coulomb-like potentials. This is the 
main content of Ref. 8 where the Green's function 
G(x,x'; t;) is shown to exist and satisfy (4.1) and (4.2) 
for two- and three-particle scattering via two-body 
Coulomb-like potentials which satisfy (i3). 

The following proposition shows the inadequacy of 
the complex-energy distorted plane waves defined by 
(4.3) when Coulomb forces are present. 

Proposition 4.2: Suppose that the a-channel re
normalized wave operators ~!'" for Coulomb scatter
ing exist and (f)o<R!"'Wlnt(f)H~=Hlnt where R!"'fllnt denote 
the ranges of ~! '" and H ~ denotes the subspace of fllDt 

spanned by the eigenvectors of H. Then 

w-lim exp(iHt) exp(- iH "t)pC,,' = 0 (4.13) 

and 

(4.14) 
e"+o 

If in addition W!~l has the expansion (4.4) then 

lim IR3CN'1) dx cf> (x) JR3Cn",-1 l dPncx-l rf>~:'~;(X)$l (Pn,,-l) = 0 
E ...... O Ct 

(4.15) 

for rf> E L 2 n L 1 and I/' = 1/J1TI;~1 Xi' Xi E L ~ n L 2 , 

j = 1, ... ,n", where $1 is a bounded function with com
pact support. 

Proof: If cf> is an eigenvector of H then Hrf> =Erf> where 
E is a constant and 

I (cf> I exp(iHt) exp(- iHot)pCOll/J) I = I (cf> I exp(- iH"t)PCall/J) I 
which vanishes in the limit t-±oo since exp(_iH",t)p(al 
converges weakly to zero. Thus in order to show (4.13) 
we must verify the following equality: 

!~! (fo cf>!al I exp(iHt) exp(- iHcxt)l/J) = 0 (4.16) 

for cf>!al=R!alcf> and I/JEHc",. It is straightforward to 
obtain the following inequality 

I(~o rf>!al lexp(iHt)exp(- iH"t)l/J) \ 

.,; t lJ{expliG(al (t) + iHat] exp(- iHt) - ~!Ij)*}rf>!5) 11111/' II 
a=o 

" + 12: (~!al* rf>~a) I expliG(al (t) + iHat - iH at]iJ;) I 
/1=0 

(4.17) 

By choosing a large enough the last term in (4.17) can 
be made as small as we like. Furthermore, for each 
fixed a the time-dependent terms on the right side of 
(4.17) vanish in the limit t- ± 00. Thus (4.16) follows 
from the inequality (4017). 
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The relations (4.14) follow from 

(cf> I W!~ll/J)= (±) Jo'~ duexp('fu)(rf> I~(al(u/E)I/J> (4.18) 

together with (4.13) and the Lebesgue dominated con
vergence theorem. 

The equality (4.15) is an immediate consequence of 
(4.14). 

The inadequacy of the short-range form of the wave 
operators (4.13) was first shown by Dollard19 for two
particle Coulomb scattering. 

If W!~liJ;, iJ; = iJ;1 TIj;'l Xi EO (al, has the expansion (4.4) 
then the right side of (2.9) with E > 0 takes the following 
form: 

(W!~l F!~l* I/J)(x) 

(4.19) 

for almost all x E R 3
(N-1). Since (4.19) converges 

strongly to the renormalized wave operators it is ap
propriate to replace the short-range off-energy-shell 
formalism based on the complex-energy distorted plane 
waves rf>~:~~~(x) by an off-energy-shell formalism for 
Coulomb scattering based on the "renormalized" com
plex-energy distorted plane waves rf>J"a~~t(x )F!:J* (Pn",-l)' 
Thus the usual prescription for relating the Green's 
functions to the physical distorted plane waves must 
be modified by the stationary renormalization terms 
F.~) * (Pn ,,-1)' 

V. TWO·PARTICLE OFF·SHELL COULOMB 
SCATTERING 

The Hilbert space theory derived in Ref. 7 and out
lined in Sec 0 II C will be applied in this section to de
fine a renormalized off-shell formalism and to relate 
this formalism to the physical on-shell distorted plane 
waves and S-matrix for two-particle scattering via a 
general class of Coulomb-like potentials. 

In order to derive the relationship between the re
normalized off-shell formalism and the physical on
shell formalism we require that the physical distorted 
plane waves exist. That is in the case of general N
body scaUe ring for each I/J E fI (0<) of the form if 
=iJ;lOj;'lX, there exists physical a-channel distorted 
plane waves denoted by rf>~~~1 (x) such that the following 
expansion is valid: 

(~!"'iJ; )(x) = 1. i. m. IR3(n",-1 J dPn""l rf> ~:J:1 (X)~l (Pn,,-l)' 
" (5.1) 

where $l(Pn.,-l) is defined by (2.2). In addition it will 
be convenient to require that the a-channel distorted 
plane waves satisfy 

IR3(n -1) dPn -11 rf>!OIJ'f1(X)$1(Pn -1) I ~ C($l)' (5.2) 
a: at nOr:- Q 

where C($l) is a constant depending on $1 
E C;(R3 (n a -1J\{O}) the C~ functions with compact support 
contained in R 3(n a '1'\{O}. The expansion (5.1) has been 
verified13•20 for two-particle scattering via a general 
class of Coulomb-like potentials. The inequality (5.2) 
can be shown for two-particle pure Coulomb scattering. 

The following theorem verifies the off-energy-shell 
Lippmann-Schwinger equations and provides the rela-
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tionship between the renormalized complex-energy 
distorted plane waves <1>~·(x)F:o(p) and the physical dis
torted plane waves <1>:(x). 

Theorem 5.1: Suppose thatH==Ho+V, where V 
satisfies (8). Then the complex-energy distorted plane 
waves <1>:'(x) satisfy the off-energy-shell Lippmann
Schwinger equations, i. e. , 

<1>~'(x) == <1>1/(x) - J1/3 dX' Go(x, x'; E(O) ± ie) V(X') <1>:' (x') 
(5.3) 

for almost aU p,XER3 and each E >0 where Go(X,X'ib) 
is the kernel corresponding to (Ho - b)·1, 1mb> O. 
Furthermore, if the expansion (5.0 is valid then the 
physical distorted plane waves <1>~(x) are related to the 
renormalized complex-energy distorted plane waves 
as follows 

lim fR3dX<1>(X) fR3 dp$(p)[<1>~(x) - <1>~·(x)F:.(p)]==o, 
6" +0 

(5.4) 

for all <1> E [2 n L 1 and $ E.D (0) with $ a bounded func
tion with compact support. 

Proof: The Green's functions G(x, x'; b) correspond
ing to (H - t)-l have been shown8 to satisfy the following 
equation: 

G(x, X'i t) == Go(x, x'; t) 

- f1/3dy Go(x, y; t) V(y)G(y, x'; t) (5.5) 

for almost all x, x' E R3. Multiplying (5.5) with b == E(O) 
± iE by ('f iE) and taking the Fourier transform of the 
result yields (5.3) after interchanging the x' and y 
integrations which is justified by the integrability of 
G(Y,X'it) with respect to x' for all y (Theorem 2.2, 
Ref. 8). 

Due to the existence and integrability of G(x, x'; t) 
(see Sec. II, Ref. 8) the expansion (4.4) is valid. Thus 
the equality (5.4) follows immediately from (2.9), 
(5.1), and (4.4). 

The following theorem is stated without proof since 
the proof is analogous to the corresponding results for 
three-particle scattering given in Sec. VII. 

Theorem 5.2: Suppose that H==:Ho+ V where V satis
fies (B)' Furthe rmore, assume that the cutoff function 
g1/ satisfies (C). Then the S operator has the following 
expansion: 

(<1> 1 SiJI) == lim lim lim(_lT)"1 r dp { dp' $(p) 
'1-+0 62" +0 R .. QO JR3 h3 
X $ (P')F!'l (p)(p 1 V 1/ w.

12
1 p')F!oz (p') 

(5.6) 

for ¢ E L 1(R3) n[) (0) and $ EJj (0) where ~ is a continuous 
function having compact support and the off-energy
shell "T matrix" (pi VRW. o Ip') is given by 

z 

(p 1 V R W •• 
2

1 p') ==: 1R3 dx <1>p(x) V R(X) <1>;: (x), 0 <R < 00, 
(5.7) 

where VR=gRV. 

If, in addition, the expansion (5.1) is valid with the 
distorted plane waves satisfying (5.2) then the S opera-
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tor has the following expansion: 

(<1>I SiJI)== lim lim(-1T)"11 dp ( dp'$(p)~(P')F!'1(P) 
'1-+0 R-oo R3 1R3 

X(pIVRn.lp')(E(0)(P)_;~o)(P'))2+€f' (5.8) 

for ¢ E L l(R3) n.D (0) and $ E C~(R3\{0}) where the half
off-shell "T matrix" (p IV 1/n.l p') is given by 

(p I V 1/n.1 p') == f
R

3 dx <1>p(x) V R (x) <1>;' (x) , (5.9) 

for 0 <R <00. 

Theorem (5.2) shows that it is necessary to replace 
the off-energy-shell "T matrices" (pi VRn.lp') and 
(p IV RW.'zl p') by the following respective renormalized 
off-energy-shell T matrices: 

(5. to) 

and 

(5.11) 

The renormalized off-energy-shell T matrix (5.10) can 
be shown to yield the physical S matrix for the pure 
Coulomb potential (see the Appendix of Ref. 21). 

The existence of the physical S matrix for two-parti
cle scattering has been verified for the pure Coulomb 
potentiaF2,23,21 and for a general class of Coulomb-like 
potentials under the technical assumption (5.2).21 Thus 
the existence of the on-energy-shell Coulomb S matrix 
together with Theorem (5.2) show that the renormalized 
T matrices (5.10) and (5.11) lead to the physical S 
matrix. 

VI. THREE PARTICLE OFF-ENERGY-SHELL 
EQUATIONS 

The complex-energy distorted plane waves corre
sponding to three-particle scattering via two-body 
potentials which satisfy (B) are shown to satisfy the 
iterated Weinberg-Van Winter equations and twice 
iterated Faddeev equations. 

The following theorem provides the existence of solu
tions to the iterated off-energy-shell Weinberg-Van 
Winter equations. 

Theorem 6.1: Suppose that H==Ho +L:j(j Vii where 
each Vj} satisfies (B). Furthermore, assume that the 
Il'-channel bound state X(O)(x) satisfies x(O)EL "'(R3). 
Then the 11' -channel complex-energy distorted plane 
waves 1j>~:~~1{x) satisfy the iterated Weinberg-Van 
Winter equations, 

<1>(O)U(x) == ifj(o),o< (x)+J dy G (x y' E(O) ± iE)$(O)s'(y) 
Pn ,,-1 Pn",-l R6 cl" Pn ,,-1 

for almost all x E R 6
, Prlo.1 E R 3

(n".1) and each E > 0, 
where 

(6.1) 

$(")U(x)== ('fiE) j dyH(x y' E(")± ie)<1> (y)x(O<)(y) 
Pna:-1 R,6 ~ , Pno:-l ' 

(6.2) 
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and 

H(x,y;E(a) ±iE) = 6 Gij(x,y; E(a)± ie} 
I<J 

- 2Go(x,y; ECa)± ie}, 

G.,(x, y; E(a) ± ie) 

= ~ [Go(x, Yi E(a) ± ie} - Gu(x, Yi E(a) ± ie)] 
I<J 

(6.3) 

(6.4) 

with GjJ(x,y;l;) and Go(x,y;/;) the Green's functions 
corresponding to (Hii - /;)"1, Hji =80 + ViJ' and (Ho _ 1;)"1, 
respectively. 

Proof: The Green's functions satisfy (Theorem 5.2, 
Ref. B) the iterated Weinberg-Van Winter equations 

G(x, y; E(OI.) ± ie) 

=H(x, y; E(a) ± ie} + fR6 dz G.,(x, z; E(a) ± ie) 

x H(z, y; E(a) ± ie) + f
R

6
x

R6 dz dw Ga,(x, z; E(a) ± ie) 

(6.5) 

Multiplying (6.5) by (Ofie)¢p _ (y)x(Q)(y) and integrat-
.. no 1 
mg the result with respect to y yields (6.1) if the ap-
propriate integrals can be interchanged. The inter
change of the y and z integrals corresponding to the 
second term on the right side of (6.5) can be justified 
by Proposition 3.2 of Ref. Bo The interchange of the 
y and z, w integrals corresponding to the last term in 
(6. 5) can be justified by Theorem 5.6 of Ref. B since 

fR6 dy I Ge,(x, Yi E(Q) Of ie}Ge,( y, .; E(a) Of id I 

EL1(R6)nL2(R6), (6.6) 

which can be verified via Proposition 3.2 and Theorem 
5.2 of Ref. B. 

It has been shown (Theorem 5.3, Ref. B) for two
body Coulomb-like potentials which satisfy (B) that 
there exist functions H./x,y;/;) and KIJ(X,Yi/;), i<j, 
i,j=1,2,3, e>O, which are related to the full Green's 
functions G(x, y; 1;) as follows: 

G(x,y;/;,)=Go(x,y;/;)- ~ Hij(x,y;/;) 
i<i 

=-~K.J(x,y;/;') (6.7) 
I<J 

for almost all x,y E R6 and I; i S=a(H)UI<Ja(HjJ) where 
arK) denotes the spectrum of K. In addition the kernels 
8ij(X,Yi /;) and KjJ(X,Yi /;) satisfy the following twice 
iterated Faddeev equations written in matrix form: 

and 
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where II is the 3 x 3 identity matrix and A is a matrix 
integral operator which acts on column vectors as 
follows: 

(

l/!1 (.) (fR6 dx' G12(X, x'; /;)V12(X')[l/!2(X') +l/!S(X')]) 

A l/!2(') = fRSdx'GI3(X,X';/;)V,s(x')ll/!I(x')+l/'s(x')] • 

1/'3( • ) fR6 dx' G 23 (X, x'; /;,) V2S(X')[1ji1 (x') + 1/'2(X')J 

(6.10) 

We now define the following functions: 

<i>;~W(x) = (Of i€) f
R

6 dy Hii(X, y; E(O) ± if }¢p( y), 

i<j, i,j=1,2,3, (6.ll) 

and for the channel a involving a composite particle 

;j;(Q)" (X)=(Ofie)j dyK (x Y'E(a)±iE) 
p.a - 1, Ii R6 j}" " 

X¢Pn _I(y)x(a)(y}, 
a 

i<j, i,j=1,2,30 (6. l2) 

The functions $~:~:~, ii(x) exist under the assumption 
x(a)El

oO since Hjj(x,y, /;) and Kjix,y; /;) are integrable 
(Theorem 5.7, Ref. B). Multiplying Hii(X, y; E<O) ± if) 
by (Of ie}¢p( y) and Kji(x, Yi E(a) ± i€) by (:fiE)¢P

n 
_I( y) 

XX(OI.)(y) in (6.B) and (6.9) respectively and integrating 
the result with respect to y it is straightforward to show 
via Proposition 302 and Theorem 5.7 of Ref. 8 that the 
various integrals can be interchanged and thus (6.8) 
and (6.9) lead to equations for the functions (6.11) and 
(6.12), respectively. 

The above results are summarized in the following 
theorem. 

Theorem 6.2: Suppose that 8=Ho +'2,i<j V ij where 
each Vii satisfies (8). Then: 

(a) There exists functions $~?:~'(x), i>j, i,j=1,2,3, 
defined by (6.11) which are related to the complex
energy distorted plane waves ¢~O)"(x) as follows 

I/> (O)='(x) = ¢ (x) - ~ $(O~*'(x) (6.13) 
9 p i<j P,,) 

for almost all x E R6 , P E: R6 and each € > 0 and which 
satisfy the twice iterated Faddeev equations, 
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for almost all x E R6, P E R6, and each E > O. 

(b) If in addition X(Ol)EL" then there exists functions 
<p~:~~~, li(x), i <j, i,j = 1, 2,3, defined by (6.12) whicb 
are related to the complex-energy distorted plane waves 
tf>(a)*,(x) as follows: 

'na·1 

tf>(Ol)*,(X)=_ I: ;P(a).. (x) 
'n Ol'l I(J 'n a ·1,IJ 

(6.15) 

for almost all x E RS
, P. '1 E R3

(n Ol·ll and each E > 0 and 
which satisfy the twice iterated Faddeev equations, 

~
;P(Ol)" (x) (0) '"0;-1,12 

<p!Ol) .. (x) :=[n_A+A3_A1] 0 
"ex· I ,13 

;p( 01)" (x) - tf> ( • )x (01) ( • ) 
Pna:-1,23 PnQ;-l 

(¢!:~~:'1/ 0») 
+A4 $(01).. (0) 

Pnot-1,13 

<p(0l).,. ( • ) 
Pnae- 1,23 

(6.16) 

for almost all XE RS
, PnOl'l E R3(n Ol·1) and each E > O. 

Remark: To obtain an explicit expression for the 
kernel of the three-particle equations given in Theorems 
6.1 and 6.2 requires a knowledge of the separable 
Green's functions GIj(x, y; l;). In the case of the pure 
Coulomb potential integral representations of the 
separable Green's functions can be derived. The exis
tence of such integral representations follows from 
Hostler's representation24 of the two-particle Green's 
functions corresponding to the pure Coulomb potential 
together with the definition (see Sec. 1. 5. 2, Ref. 25 and 
Sec. 3, Ref. 8) of the separable Green's function. 

VII. THREE PARTICLE OFF-SHELL COULOMB 
SCATTERING 

The existence of the limit to real energies of the 
renormalized complex-energy distorted plane waves 
and renormalized off-energy-shell T matrices for 
three-particle scattering via a general class of two
body Coulomb-like potentials is verified. 

The following theorem relates the OI-channel re
normalized complex-energy distorted plane waves 
tf>~:~~~(x)F~:)*(Pna'l) to the renormalized wave operators. 

Theorem 7.1: Suppose that H = Ho + LI(J ViJ where each 
Vlj satisfies (8). Then the renormalized complex-ener
gy distorted plane waves <p~:~~~(x)F!:)*(PnOl'l) are relat
ed to the renormalized wave operators n!Ol) as follows: 

iRS dx tf>(x)(n!a)<p)(x) 

= lim iRS dx <p{x) iR3(na'1) dPna.1 
1-+0 

X <p!Ol)~l·(x)F!:)*(Pn .1)$1 (Pna.l)' (701) 
"cr- Q; 

~here <PE L2 n Lt and 1jJ==l/JtX(Ol)EL)(Ol), X(Ol)E L"(R3), and 
l{it is a bounded function of compact support. 

Proof: The expansion (4.4) is valid since each ViJ 
satisfies (8). Thus (7.1) follows from (2.9). 

The following theorem relates the "renormalized 
half-off-shell T matrix" for three-particle scattering 
to the S operator. 
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Theorem 7.2: Suppose thatH=Ho+LI(i Vii' where 
each Vii satisfies (B). Furthermore, assume that 
the renormalized wave operators have the expansion 
(5.1) with the physical distorted plane wave tf>~:~~l(X) 
satisfying (5.2). In addition assume gJf) satisfies (C) 
and X (8) E L ,.. Then the S operator SaB has the follOwing 
expansion: 

(tf> I SaB<P> == lim lim (-1T )'11 dPna.l 
"+0 R·+" R3{na·l)xR3(nOl'1l 

x dP~a'l $(Pna'l)$l (p~a'l)F~)* (Pn8.1) 

x (p • E(a) I v(a)n(a) Ip' • E(Ol» na·1' lnt R. n Ol'l, lnt 

X (ECa)(p' )_;CS)(P ))2+E2 (7.2) 
nOl'l na·1 

for <p=<P
1
X(a)Ej) (S), F!!)*<$E Lt(R3(n/l't», e>O, I{i 

=<P1X (a) Ej) (H 01) nH(a), $1 E C;'(R3 (n Ol'1)\{O}) where the 
"half-of-shell T matrix" (p . E(S) I V(a)n(Ol) I p' . E(Ol» ns·lI lnt R. na·1. lnt 
is given by 

(p . E(a) /0,8)&1(01) Ip' . E(a» 
n8·1, lnt R· n Ol·1> Int 

=1 dxtf> (x)xCS)(x)V(a)(x)tf>(Ol)+ (x) 
R6 'na.l R'n 01.1 ' 

(7.3) 

for each 0 < R < 00. 

Proof: The representation (3.4) together with (5.1) 
yields after an appropriate interchange of integrals 

(tf> I SorB<P) =:::lim lim (_1Tt1 d>. 1+,. i 
"+0 R·+,. ."' R3(na·l> dPnS·1 

x (ECa)(p~Ol.:)-A)2+E2 • (7.4) 

for tf> and <p specified in the theorem. It is straight
forward to verify that the expression 

€ 
(Eca)(p' ) _ A)2 +E2 

no ... l 

in (7.4) can be replaced by 

(ECOl)(P~Ol'l) - ECS) (Pna'1»2 +E2 

and the spectral integral can be performed to obtain 
(7.2). 

The following theorem relates the "renormalized 
off-energy-shell T matrix" for three-particle scatter
ing to the S operator. 

Theorem 7.3: Suppose thatH=Ho+l:l<'i VlJ where 
each VlJ satisfies (8). Furthermore, assume g~8) satis· 
fies (C) and X(8) E L l(R3) n L 2(R3), XIOl ) E L "'(R3) n L 2(R3). 
Then the S operator SOlS has the following expansion: 

(tf> I SorBlj!> = lim lim lim (_1Ttl ( dPn 'l 
'1.+0 '2'+0 R-." JR3(na'llXR3(na'1 ) 8 

X dP~a'1 $1 (Pn8'1) $1 (P~Ol'1)F!W(Pn8'l) 
x (p . E(8) I V(8)W(Ol) Ip' . E(Ol»Fla)*(p' ) 

"8-1 ' IDt R -1 2 n a-l' tnt .12 n cw-1 

(7.5) 
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for cp = cp.v (/I) E[) (/I) F(/I)* ci> E L I(R3 (n/l-l) for each 
1.1\ .... ' .61 1...... ' 

El>O, l/J=l/JlX(a)E[)(OI), F~:) iJilE[l(R3(na-l), for each 
E2> 0, and rJ!1 a continuous {unction of compact support 
where the "off-energy-shell T matrix" (Pn -1; E~:i 
x I v(Jl)w(a) Ip' . E(a) is given by Ii 

II -62 na-1, lilt 

(p . E(M I V(B)w(allp' . E(al) 
"/1-1' int II -'2 n a-1> Int 

=' J dx cp (X>X tB)(X)V(/ll (x) ", (~1+'2 (x) (7.6) 
116 PnS-l II '1"/1"",-1 

for 0 <R <00. 

Proof: In analogy with the proof of Theorem 7.2 the 
expansion (7.5) follows from the representation (3.5) 
together with (4.4) if the following equality is valid: 

r dx r dPnS-lX (_ .. , Xl (E(Bl) JR6 JII3(na-l) 

x (p . E(/llI 0,/l lw(a) Ip' . E(al) (7.7) 
"/1-1, Int R -6 2 "a-I' lnt 

for cp and </! of the form specified in the theorem and 
El > 0, E2> 0, 0 <R <00. The interchange of integrals 
required to verify (7.7) can be justified via the follow
ing inequality (see Theorem 5.6 of Ref. 8): 

fR6 dx Ix (Bl(X) V~I(X)CP~:~:~2 (x) I ~ D(R, suppih, E2), (7.8) 

where D(R, SUPP~l>E2) is a constant depending on R, 
support of $1 and E2' 

VIII. CONCLUDING REMARKS 

In recent years several stationary Coulomb scatter
ing theories have been derived26

- 29 each involving a dif
ferent off-energy-shell formalism. These formalisms 
lead to modified Lippmann-Schwinger equations in 
which the pure Coulomb potential has been replaced by 
momentum dependent potentials which decrease faster 
for large particle separation than the Coulomb poten
tial. Since the "effective potentials" appearing in these 
modified Lippmann-Schwinger equations do not have 
the symmetries of the pure Coulomb potential it does 
not seem possible to obtain closed form solutions as in 
the case of the two-particle off-energy-shell Lippmann
Schwinger equations. In contrast the renormalized off
energy-shell formalism derived in this paper is based 
on the solutions of the off-energy-shell equations of 
short-range scattering theory. Thus, as discussed at 
the end of Sec. VI, explicit expressions for the kernels 
of the Weinberg-Van Winter and Faddeev equations for 
three-particle scattering via pure two-body Coulomb 
potentials can be derived. 

The results of this paper suggest that the solutions of 
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the Lippmann-Schwinger, Weinberg-Van Winter and 
Faddeev equations must possess, in the limit to real 
energies, an OSCillatory behavior which cancels the 
stationary renormalization terms appearing in the 
definition of the renormalized off-energy-shell 
formalism. Thus any approximation procedure which 
is based on the off-energy-shell Lippmann-Schwinger 
and Faddeev equations must take into account the exis
tence of such divergent phase factors. For example, 
the usual perturbation series based on the off-energy
shell equations must be replaced30 by "renormalized" 
perturbation series which take into account the station
ary renormalization terms. 
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equation with two singular points 

Wolfgang BOhring 
Physikalisches Institut der Unillersitiit Heidelberg. 6900 Heidelberg. Germany 
(Received 22 September 1976) 

The SchrOdinger radial equation with Yukawa potential is treated analytically by means of a double 
contour integral representation for the solution. Standard solutions are defined relative to each of the 
singular points of the differential equation. Convergent expressions are obtained for the connection 
coefficients which occur in the linear relations persisting between any three of the standard solutions. These 
expressions are double series the terms of which are hypergeometric functions multiplied by factors which 
can be calculated recursively. As an application, the expression for the S matrix, which is simply related to 
the connection coefficients, is considered with regard to its convergence properties. 

1. INTRODUCTION 

An old mathematical problem of applied quantum 
mechanics is the Schrodinger radial equation with 
Yukawa potential, as has been recently pOinted out again 
by Danos l on the occasion of an inVited SIAM conference 
talk. While of the two singular pOints of this linear 
differential equation the regular Singular point at the 
origin is unproblematic, it is the singular point at in
finity which causes the difficulty. In this context a re
cent paper by Shere2 on multiple asymptotic series is 
very important, for it gives new inSight into the behav
ior near infinity of the solutions of our differential 
equation. This information stimulates us to find a ker
nel which is suitable for a double integral representa
tion of t.he solution. By means of the integral represen
tation we are able to solve the connection problem, 
i. e., to determine the coefficients in the linear rela
tions persisting between the solutions defined relative 
to the different singular pOints of the differential equa
tion. The method is in principle Similar to but much 
more complicated than the claSSical method of finding 
the relation between Bessel and Hankel functions by 
means of a Laplace-type contour integral representation 
for the solution of Bessel's differential equation. 

The present paper is divided into eleven main sec
tions. By a simple transformation in Sec. 2, a modified 
differential equation is introduced which contains only 
three parameters rather than four. For this equation, 
standard solutions relative to the origin are defined in 
Sec. 3 in analogy with Bessel functions (of the first 
kind). The general integral representation for the solu
tion is derived in Sec. 4. By means of the integral 
representation we are able, in Sec. 5, to define stan
dard solutions relative to the Singular point at infinity 
in analogy with Hankel functions. The asymptotic expan
sions2 of these solutions are verified. The connection 
problem is solved in Sec. 6. The desired connection 
coefficients are obtained in the form of convergent 
double series, the terms of which are hypergeometric 
functions multiplied by factors which call be calculated 
recursively. Wronskian and circuit relations for the 
solutions are considered in Sec. 7, and Neumann-type 
solutions are introduced in Sec. 8. Section 9 is devoted 
to the exceptional case where one parameter of the dif
ferential equation, the angular momentum quantum 
number, is equal to an integer or to half an odd integer. 
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Another exceptional case occurring when one of the 
other parameters of the differential equation, the ex
ponent of the Yukawa term, happens to have any value of 
a particular discrete set is treated in Sec. 10. As an 
application, the significance of our results for the 
potential scattering problem is shortly explained in Sec. 
11, in particular the convergence properties of the ex
pression for the S matrix are considered. Also, the 
first Born approximation value of the S matrix is 
verified. 

2. REDUCTION OF THE NUMBER OF PARAMETERS 
OF THE DIFFERENTIAL EQUATION 

The SchrOdinger radial equation With Yukawa potential 
may be written 

~f" +2rj' +[k2~ -1(1 +1) -grexp(- J,Lr)]j(r) ==0. 

(2.1) 

This differential equation, which depends on the four 
parameters k, I, g, J,L, may be reduced to an equation 
with only three independent parameters t, G, (3. For by 
introducing a new independent variable 

z == kr, 

one obtains, with 

fir) == y(z), 

g/k=G, 

IJ./k = (3, 

the differential equation 

(2.2a) 

(2.2b) 

(2.2c) 

(2.2d) 

Z2y ll +2zy' +[~ -l(l +1) - Gzexp(- (3z)]y(z) ==0. 
(2.3) 

It is this z equation which we will treat in the follOwing 
sections. 

3. SOLUTIONS RELATIVE TO THE ORIGIN: BESSEL
TYPE SOLUTIONS OR SOLUTIONS OF THE FIRST 
KIND 

Relative to the regular singular pOint at the origin we 
may immediately define, in analogy with Bessel func
tions (of the first kind), one type of standard solutions 
j),(L; z) by 

~ 

C(L)jy(L; z)== [r(j)/r(j +L)]2-L zL l: w (L)z", (3.1) 
,,<0 " 

where 
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L=l (3.2a) 

or 

L=-l-1 (3.2b) 

and [with w_1(L)=0] 

wo(L)=1, (3.3a) 

n-' 
wn(L) = [- wn_2(L) + G ~ (l/m!)( - j3)"wn- m- 1 (L)]I 

[n(n +2L +1)]. (3.3b) 

The normalization has been so chosen that the right
hand side of Eq. (3.1) reduces to the appropriate 
spherical Bessel function when G - 0. The constant eeL) 
is another normalization factor, depending on G, but 
such that e (L) - 1 when G - 0. It will be completely 
defined later by Eq. (7.1) in Sec. 7. Apart from the 
normalization factors, solutions of this type have been 
used earlier. 3 

If 1 is neither an integer nor half an odd integer, the 
solutions j y(l ; z) and j y( -1 - 1; z) are well defined and 
linearly independent. The case when 21 is an integer 
requires special attention and will be conSidered later 
in Sec. 9. 

4. INTEGRAL REPRESENTATION OF THE SOLUTION 

A. Type of integral representation 

Standard solutions relative to the singular point at 
infinity may be defined by their asymptotic expansions 
in a suitable sectorial neighborhood of infinity, but in 
order to find the connection between these solutions 
with known asymptotic behavior and the solutions (3.1) 
we need a convergent representation, i. e., an appro
priate integral representation. From the work of Shere2 

we know that the asymptotic expansion is an expansion 
with respect to the sequence 

z-n exp(-m/3z), n=0,1,2, "', m=0,1,2, ...• 

From this fact we get an idea as to the integral kernel 
needed and are led to consider the double integral 
representation 

y(z) = z-~-1(21Ti)-2 J J K(z; s, t)v(s, t)ds dt (4.1) 
c f c, 

with the kernel 

K(z;s,t)=exp[zt +exp(-/3z)s]. (4.2) 

The contours e, and e t in the sand t plane, respec
tively, are not to depend on z. The factor Z-~-l has been 
extracted in order that we may gain some freedom. The 
still arbitrary parameter ,\ will be specified later 
according to our convenience. 

Proceeding in a similar way as Ince4 we substitute the 
double integral (4. 1) into the diffe rential equation (2. 3), 
interchange the z differentiation with the sand t inte
grations' and obtain the condition 

2 2 

J J .6L;umn(s,t)exp(-m/3z)z" 
C t C s "=0 m=o 

XK(z; s ,f) v(s, f)dsdf =0 (4.3) 

with 

uoo(s,f)=,\(,\ +1) -l(l +1), (4.4a) 
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(4.4b) 

(4.4c) 

(4.4d) 

(4.4e) 

(4.4f) 

(4.4g) 

Now integration of K(z; s, t) with respect to s yields 
exp(/3z)K(z;s,t), and integration of K(z;s,t) with re
spect to t yields (1/z)K(z;s,t). It is, therefore, possi
ble to decrease the exponents m or n of the terms in 
Eq. (4.3) by partial integrations with respect to s or t 
according to 

J J exp(- m/3z) znK(z; s, t) u"n(s, t) v(s, t) ds dt 

= J (exp[ - (m -l)/3z J znK(z; s, t) urnn(s, t) v(s, t») ,dt 

- J J exp[ - (m -1),9z J z"K(z; s, t) 

x il [urn"(s, t)v(s, t) ]las ds dt 

= J (exp(- m/3z) "n-l K(z; s, f) urnn(s, t) 1)(s, t))t ds 

- J J exp(-mj3z) z·-lK(z; s,t) 

x 0 [umn(s, l)l)(s, t) ]lat ds dt. (4.5) 

Here the parentheses with subscript s or t denote the 
difference between the final and initial value after the 
contour has been described. The single integrals con
taining these parentheses are referred to as the semi
integrated terms. Repeated application of this reduction, 
to each term in Eq. (4.3) m times with respect to s, 
and n times with respect to f, causes all the powers of 
exp( - j3z) and of z to disappear in the remaining double 
integral. The condition (4.3) then finally appears in the 
form 

(os"'iltn)dsdt +[R]=O, (4.6) 

where [R] is an aggregate of semi-integrated terms_ 
While the semi-integrated terms may look different, 
dependent on the order in which the integrations with 
respect to sand f have been performed, each of them 
contains the factors K(z; s, t) and v(s, t) or a partial 
derivative of v(s, t) and may contain powers of z, 
exp(-j3z), s, and t. 

In order that the double integral representation (4.1) 
may be a solution of the differential equation (2.3) it 
is, therefore, necessary that the weight function v(s, t) 
satisfy the partial differential equation 

3 3 

6.6 o"""'[u",.(s,tMs,t)J!(osm;lt")"",O 
n:O m=O 

(4.7) 

or, expliCitly, 

j33s 2V •• tt +(3,B+2t)j3svott +[2(,\ +2)j3s -GJvst 

+ [(t + J3)3 + 1] v t t + 2 (,\ + 2)(t + J3) 11 t 

+(,\ +2 +1)(,\ +l-Z)v(s,t)=O, (4,8) 
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and that the contours C sand C t in the s and t plane be so 
chosen that the semi-integrated terms (R] vanish 
identically in z. 

An appropriate solution of the sl equation (4.8) is 
~ 

v(s, t) = L em m! b .. (t) s-l-m, 
m=O 

where the coefficients bm(t) obey, with b_1(t) ,=0, the 
recursive system of ordinary differential equations 

[{t - m.8)2 + 1 Jb; +2('\ + 2)(t - mf3)b~ 

(409) 

+(,\ + 2 +l}(,\ + 1 -l)bm(t) = - b~_l (I). (4.10) 

The factors em and m! in Eq. (4.9) have been ex
tracted in view of later convenience. 

Since v(s, t) according to Eq. (4.9) is single -valued 
with respect to s, a suitable contour for the s integra
tion in Eq. (4.1) is a closed circle around the origin 
traversed once in the positive sense. Of the semi
integrated terms [R] then only the Single integrals over 
s survive while all the Single integrals over t disappear 
because of vanishing integrands. Inserting the expansion 
(4.9) into the integral representation (4.1) and assum
ing that (if the radius of the circle in the s plane is 
chosen sufficiently large) the series may be integrated 
term by term with respect to s, we obtain 

y(z) = z->'-1(21Tit l f exp(zl) 
~ ct 

x2: embm(t) exp{ - mfjz) dt, (40 11) 
m=O 

where the result of the s integration has just produced 
the factor exp(- m.8z) and has cancelled the factorial 
function and one factor 2 rri 0 Assuming furthermore, 
that now the t integration of the series may be per
formed term by term, we are finally led to conSider 
solutions in the form 

~ 

Y(Z)=Z-H~ em exp(-m!3z)(2rri)-1 fc exp(zl) bm(t)dt, 

(4.12) 

where the contour (we now write simply C rather than 
C,) has to be so chosen that the remaining semi-inte
grated terms vanish identically, while the functions 
b",(t) satiSfy the ordinary differential equations (4 010)0 

B. General solution of the t equations 

In order to obtain a simple solution of the t equations 
(4.10) we now dispose of the parameter ,\ by choosing 

'\=Lo (4.13) 

This means, Since L is given by Eqso (3.2), that we 
consider only the two possibilities A = I or A = -I -1. 
We then have to solve the equations 

((I - m.8Y + 1 ] b~ + 2{L + 2)(t - mfj) b~ +2(L + 1) bm{t) 

= -b:.._1(t), (4.14) 

the solution of which is found by standard techniques to 
be 

bm(t) = [(I - m!3)2 + 1 rL
-
1 (A", + J~B [Bm - b .. _1(T)] 

X[(T-mfj)2+1]LdT)0 (4.15) 

Since we want to have a solution b",(t) which (in case 
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of real parameters (3 and L) is real when t is, the con
stants of integration Am and Bm have to be real. This 
is a convenient but not necessary agreement. 

We now want to investigate in detail the behavior of 
the solution (4.15) in the vicinity of its singular points. 
Part of this task can be done conveniently by means of 
the differential equations of which the bm(t} are the 
solUtion. It is, therefore, important to note that the 
b",(t) also satisfy a linear system of first order differ
ential equations, 

[(t - m(3)2 + 1 ] b~(t) + 2(L + 1)(f - m(3) b",(t) = Bm - bm_1 (f), 

(4.16) 

which may be used in place of the second order equa
tions (4.14). 

This fact is not so surprising as it might seem at 
first Sight. For if we had restricted the parameter A to 
the values of 1 or -l-1 from the beginning, it would 
have been possible to find a third-order equation for 
v(s, t) in place of the fourth-order equation (4.8) and, 
as a consequence, a system of first-order equations 
for b",(t), namely Eq. (4.16) with B .. ,==O. For some 
parts of the present investigation, however, the solution 
with all the B", = 0 turns out to be too much restricted. 
The situation is quite Similar here as in the case of the 
(spherical) Bessel functions, where Some interesting 
information is lost by the usual treatment implying Bo 
= 0 from the beginning. 5 

C. Power series expansions for the solution of the 
t equations 

The system of differential equations (4.14) has regu
lar singular pOints at t=M{3±i where M=0,1,2, ... 
and at t=oo. Relative to the points I==:M{3±i the charac
teristic exponents are 0 and - L - 1. Provided that 
neither L is an integer nor (m - M)!3== ± 2i, we have 

~ 

bm(t)=2- L
-
1 exp[-i1T(L +1)/2]2: a:;'M(L) 

1!~O 

~ 

x(f -MfJ _itL-1+" + ~ c';M(L)(t -Mfj-i}" 
n=O 

for 

It-M.8-il <min(I.8I,2), (40 17a) 

b.,(t) = 2- L
-

1 exp[i1T(L + 1)/2] ~ a~H(L) 
.=0 

., 
x (t - M f3 + O-L-Io. + I; c:;,M*(L) (t - M {3 + i)" 

,.,::0 

for 

It - M{3 +i I <min(1 {31 ,2). (4.17b) 

Relative to the point t = 00 the characteristic exponents 
are 1 and 2L +2. Provided that 2L is not an integer 
greater than - 2, we have the expansion 

for 

or 

~ ~ 

bm(t) = .0 d~M(L)(t - M fj)-2L-2-n + L; emM(L)(t _ M {3)-l-n 
"~O ~o ,., 

(4.18) 

It - M f31 > ([(m - M) Re(f3)]2 + [1 + I (m -M) Im(!3) I J2)11 2, 

if M,,; m/2, 
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It -Mf31 > ([MRe(f3)J2 +[1 + IMlm(,B) 1]2)1/2 

if M~ m/2. 

Convenient normalization factors have been introduced 
in Eqs. (4.17). The coefficients a~M*(L) and c:M*(L) 
are conjugate complex to a:M(L) and c:M(L), respec-
ti vely, if f3 and L are real. Otherwise the conjugate 
complex has to be taken except for ,B and L which have 
to be retained unchanged. It can be seen immediately 
from the differential equations (4.14) or (4.16) or from 
the solution (4.15) that, for n=O, 1, 2, .•. , 

(4. 19a) 

As soon as the initial coefficients with n = 0, which 
depend on the constants of integration Am and Bm, have 
been speCified, the other coeffiCients can be calculated 
by means of recurrence relations, which can con
veniently be obtained if the expansions (4.17). or (4.18), 
respectively, are inserted into the differential equations 
(4.16). The recurrence relations are 

a:;'M(L) = (m-M)f3([m- MJf3 - 2i)(n - L -1 »)-1 

X(2([m- M]f3 - i)(n -1) a:;'!f(L) 

(4. 19b) 

- (n +L -1)a:'~(L) -a':_-11 M{L», if M <m, 

(4. 19c) 

c:M{L) = «m - M)f3{[m- MJf3 - 2i)nr 1 

x(2([m - MJf3 - i)(n + L) c::'-~(L) 

-(n +2L)c~_~{L)-c,:_-/M{L) +Bmon1), if Mf.m, 

(4.20a) 

c;:''"(L) = i[2(n + L + 1) ]-1 [(n +2L + 1) c~_":(L) 

+c:;,-lm(L) -Bmono ], 

d~M(L) = n-1(2(L +n)(m - M)f3d~_~(L) 

(4.20b) 

-(2L +n)([m _M]2f32 +1)d~~(L) +d:_-/M(L», 

(4.21 ) 

e~M(L) = (n - 2L _1)-1 (2(n - L -1)(m - M)f3e:_~(L) 

- (n -1)([m -MY f3z + 1) e:_~{L) + e:;'_-11 M(L». 

(4.22) 
All the recurrence relations have been written down 

under the convention that the coefficients are zero when
ever one of their indexes (M excepted) becomes nega
tive. The symbol 0nk is equal to 1 or 0 according as n 
is equal to or different from k. 

As to the initial coefficients, we have 

(4.23) 

(4.24) 

(4.25) 

The other initial coefficients can be presented in con
venient form only if the values of L are so restricted 
that the required integrals exist. We then have 
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a~m(L) =Am + J::+
i 
(Bm - bm_1(T»(T - mf3)2 + I)L dT 

(4.23 ,) 
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if Re(L) > -1, 

c~M(L) = «{M - m}f3 +2i)(M - m)f3)-L-l 

xU .. + Jm:~,j [Bm - bm_1(T)][(T - m,B)2 + I]L dT) 

(4.24') 

for M <m if Re(L) <0 or for M > m with L unrestricted, 

d~M{L) =Am + J~ (Bm - bm _1(T»(T - m,s)2 + I)L dT 
rna 

(4.26) 
if Re(L) <-~ (or with L unrestricted if Bm=O for 
m=0,1,2, ... ). 

The restrictions imposed here with respect to L will 
not be prohibitive. For, by starting from the integrals, 
we will later obtain expressions which do not need such 
restrictions and therefore are, by analytic continuation, 
valid for other values of L too. In order to demonstrate 
this fact in more detail let us consider a~m(L), for in
stance: The integral in Eq. (4.15) is equal to the sum of 
two terms, one being constant and the other singular of 
the type (t - m f3 - i)L.l times a function which is regular 
at t=mf3+i. By definition of a~rn(L) it is the constant 
term which is needed. Now if Re(L) > - 1 the singular 
part vanishes at t = m f3 + i and the integral in Eq. (4. 23 ') 
is equal to the constant term. The analytic continuation 
of this integral with respect to L is therefore equal to 
the analytic continuation of the constant term, just as 
required. 

If Eq. (4. 19c) is rewritten with m =M +N where 
N = 1 , 2,3, ••. , the resulting equation has coefficients 
independent of M. Therefore, and because of Eq. (4.19a) 
the a:+N M(L) are proportional to a~M(L) but otherwise 
independent of M. It then follows that 

a:+N M(L) = a~M(L) a:O(L)/ agO(L). (4.27) 

Consequently the recurrence relation (4.19c) is needed 
only with M = O. 

As to the coefficients d:;'M{L) and e:;,M(L), the situation 
is more complicated since here the initial coefficients 
d~M(L) and e'(;M(L) generally do not vanish when Mf. m. 
It is therefore necessary to indicate the dependence on 
the set of initial coefficients by using a more detailed 
notation. Let us introduce another index P such that 
d:;,MP(L) denotes the special coefficients generated from 
the set (d'(;MP(L)=d~M(L)=O for mf.P, d~MP(L)=d~M(L) 
f. 0). Similarly, let e:;,MP(L) denote the special coeffi
cients generated from the initial coefficients (e'(;MP(L) 
=e~M(L)=O for mf.P, e~MP(L)=e~M{L)f.O). The special 
coefficients obey the same recurrence relations (4.21)
(4.22) as the general coefficients, but, for each P, all 
the coefficients with m < P vanish. Then for m ~ P the 
same set of coefficients is generated as for P = 0 apart 
from a shift of the indexes m and M by P and a normal
ization factor independent of m and M. For since the 
recurrence relations (4. 21)-{4. 22) depend on m and 
M via m - M only, the shift in m can be compensated 
by an equal shift in M. Consequently we have, writing 
shortly d:;,MP in place of d,:MP(L), etc., 
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The general coefficients for n > 0 then may be expressed 
in terms of the special coefficients by 

(4. 29a) 

m m 
,.11 _~ e",IIP == '"", em-P M-P ° ePP/eoo en - n L.; n 0 0 .. 

=0 P.o 
(4. 29b) 

Late r in Sec. 6, we will need the sums Z; :=0 em d:'" and 
L: :=0 em e:m. Inserting Eqs. (4.29), interchanging the 
summations, and introducing a new index of summation 
r=m -p in place of m, which finally is called m again, 
we obtain 

(4.30a) 

ta em e:m:=(to erne:mo ) (ta ePe:p)/e~. (4.30b) 

Here, use has been made of the fact that 

d;;,mo==e;;,mo=o for m >n. (4.31) 

Equation (4.31) follows immediately from the recur
rence relations (4.21)-(4.22) Since, by definition of the 
case P = 0, the initial coefficients with n = 0 are differ
ent from zero for m = 0 only. 

This is what had to be said about the coefficients d;;'11 
and e: li

• Even more complicated in the Situation for the 
coefficients C,;:M, but for our purpose a detailed discus
sion of this matter is not required. 

D. A special solution of the t equations 

The functions bm(t) in general, as presented in the 
preceding subsections, still depend on the various con
stants of integration Am and Em' We will now specify 
these constants in a manner suitable for several 
purposes. 

B m =Oform=O,1,2, ... , 

Ao=2L+l r(L +1), 

Am=J",:bm_l(T)((T-mW+l)LdT for 

(4. 32a) 

(4. 32b) 

m:=1,2,3,.... (4. 32c) 

The corresponding set of functions b,.(!) will be referred 
to as set I and denoted by b~(t). 

5. SOLUTIONS RELATIVE TO THE SINGULAR POINT 
AT INFINITY: HANKEL-TYPE SOLUTIONS OR 
SOLUTIONS OF THE THIRD KIND 

A. Integral representation 

We are now prepared to define standard solutions of 

CD 

= 
i.) 

iI c~ Q~+i (Q+1J~+i 

~ .-i.} 
Q~-i (Q+'I~-i Co 

Cao 

(a) (b) 
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the original differential equation (2.3) relative to the 
singular point at infinity by using the integral repre
sentation (4.12) with the set I of fWlctions b .. {t) and one 
or the other of the contours C~ and C~ which, starting 
from and returning to infinity, enclose one cingular 
point t = i or t:= - i, respectively, as shown in Fig. 1a. 
Provided that I arg(J3) I .; 1T/2, 1131 > 0, PIU,2i for all the 
integers P,* 0, and L is not a negative integer, our 
standard solutions, defined in analogy with (spherical) 
Hankel functions, are .. 

hy(l)(Lj z)= Z-L-l~ em exp{- mtiz)(27Titl 

xJ. exp(zt)b~(t)dt, 
Co 

(5.1a) 

.. 
hy(Zl(L; z) = Z-L-l L; e"'exp{- mJ3z)(27Titl 

m=O 

xfc- exp(zt)b~(t)dt, 
o 

(5.1b) 

where 

(5.2a) 

b~(t) = «(t - mm2 + trL-1 J"b~_l(T) «T - ml3)a +l)LdT 
t 

(5.2b) 
for m = 1,2,3, • •• . 

Here, we may agree, the powers appearing in b{it) 
are defined according to arg(t -i)= -1T/2 and arg(t +i) 
:= 1T/2 at that point of each contour where t is on the 
imaginary axis while 1 t 1 < 1. If the contours start from 
and return to infinity in the direction parallel to the 
negative real axiS, as shown in Fig. la, the integral 
representations (5. 1) are valid for I arg(z) 1 < 1T/2. More 
generally, if each of the contours is rotated around the 
corresponding Singular point by an angle Cl, the inte
grals exists for I Cl +arg(z)1 <1T/2. The possible angles 
of rotation are restricted by the presence of the other 
singular pOints, so that - 1T + arg(/3) < Cl < 1T/2 in case of 
hy!l)(L; z) and - 1T/2 < Cl < 1T +arg(ti) in case of hy(2)(L; z). 
Consequently, by rotation of the contour, hyu )(L; z) may 
be continued analytically and defined in the larger sec
tor - 1T <arg(z) <31T/2 - arg(/3) and hy(2J(L; z) in the 
sector -31T/2 -arg(/3) <arg(z) <1T. 

B. Asymptotic expansion 

For each of the integrals in Eqs. (5.1) we may now 
obtain an asymptotic expansion for z ~ 00 on the basis 
of Watson's lemma. 6 Inserting the power series for 
b~(t) aroWld the relevant singular point according to 
Eq. (4. 17a) with M:= 0 and integrating the series term 
by term, we have, in case of hy(l)(L; z), 

FIG. 1. Contours in the t 
plane suitable for the integral 
representation. All the con
tours shown start somewhere 
at infinity, enclose at least 
one of the singular points of 
the integrand, and return to 
infinity. The figures have 
been drawn for the case when 
(3 is real and positive. The 
contour egg shown in Fig. la 
corresponds to Q=2, the 
contours in Fig. Ib to Me 2. 
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Z-L-l{hi)-1 J c. exp(zt) b~(t)dt 

° ~ 

-z-l exp{iz)exp[-i1T(L +1)/2]6 P",nz-n, 
n=Q 

(5.3a) 

2- 00 , -11 <arg(z) <311/2-arg(l3). 

Here we have used the fact that, according to Eqs. 
(4. 17a) and (5.2a), 

agO(L) = 2L+I r(L +1), (5.4) 

and we have introduced the coefficients 

p .. n=[r(L +1)/r(L +1-n)]a:O(L)/agO(L). (505) 

Inserting this result into Eqo (5. la) and treating Eqo 
(5.1b) in a similar way we obtain, in accordance with 
Shere,2 the asymptotic expansions of the Hankel-type 
solutions, 

hy(l)(L; z) - Z-1 exp(iz) exp[ - i1l(L + 1 )/2] 
~ ~ 

x ~ Gm exp(- m/3z) L; Pmn z-n, 
,"=0 n=Q 

z-oo, -1I<arg(z)<311/2-arg(!3), larg(/3) I ""11/2, 

(5.6a) 

hy(21(L; z) - Z-I exp( - iz) exp[i 1I(L + 1 )/21 
~ ~ 

x 6 em exp(- m/3z) E P!n z-n, 
"'=0 r1'=O 

z- "", -311/2 -arg(13) <arg(z) <11, I arg(tl) I ""11/2. 

(5.6b) 

Here the coefficients Pmn and P!n' which do not de
pend on L, may be computed from the recurrence 
relations 

Pm. == (rnf3 (rn/3 - 2i)rl 
[- 2(n -1 )(rn/3 - i) Pm n-I 

- (n -1 +Z)(n - 2 - Z) P'" n-2 +Pm-l "-I], 

P!n = (rn,B(m,B +2i»)'1 [- 2(n -1 )(rn/3 +i) p! H 

-(n-l +1)(n-2 -1) P!n-2 +P!-ln-I]' 
for m = 1, 2, 3, •• 0, and 

with 

POn = -i(2nt1 (n +l)(n -1-1) Pon_l, 

P6n= (_1)" POnt 

Poo=P6o = 1 

and the coefficients equal to zero whenever n <rn. 

(5.7a) 

(5.7b) 

(5,7c) 

(5,7d) 

(5.7e) 

These recurrence relations may be obtained either from 
the definition (5. 5) of the P mn in terms of the a~O(L) and 
the recurrence relations satisfied by the a::,O(L) or 
directly by substituting the asymptotic expansions (5. 6) 
,nto the original differential equation (2.3). 

Since L = I or L = -I -1 according to Eqs. (3.2), we 
have two sets of solutions, which however differ merely 
by constant factors. 

hy(l)(_l_l; z)=exp[i1l(21 +1)/2]hy Ul(l; z), (5.8a) 

hy(Z'(_l_l; z)=exp[ -irr(2l +1)/2Jhy I2J(1; z), (5,8b) 

in analogy to the behavior of Hankel functions. Equations 
(5.8) may be used to complete the definition of hy(l )(L; z) 
and hy(ZI(L; z) for L equal to a negative integer. Further 
comments on the case when L is an integer will be given 
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in Sec. 9+ The exceptional case when the parameter {3 
has a value such that Pf3= 2i for some integer P"- 0 will 
be treated in Sec. 10. 

If Eqs. (5. 6) are to be interpreted as multiple 
asymptotic expansions, with respect to the sequence 
z.." exp( - rn tlz) for z - 00, in the sense of Shere, 2 it is 
necessary to impose in addition the restriction that 
I arg({3z) I < 11/2. Consequently both the asymptotic ex
pansions (5.6) then are valid in the same, smaller 
sector - 11/2 -arg(m <arg(z) <11/2 -arg(J3). In fact, that 
the integral representations (4.1) or (4,12) may be 
solutions of the differential equation (2.3) is evident 
from Sec. 4. A provided that z is restricted either to 
any finite domain or to any domain which is infinite but 
such that I arg(/3z) I <11/2 when z- "". For otherwise the 
kernel K(z; s, t) and the powers of exp(- /3z) in the semi
integrated terms cause trouble when z- "", and there
fore the limit z- co of the solutions may be considered 
without special care only if I arg(/3z) I <11/2, Neverthe
less, the Eqs. (5.6) seem to be meaningful in the ex
tended sectors: The expressions (5,1) for the Hankel
type solutions are without doubt solutions of the differ
ential equation (2.3) as long as z is finite, and the sums 
over m are therefore expected to converge irrespective 
of the phase of J3z. In going from Eqs, (501) to Eqs, 
(5.6) we have replaced the coefficients of the series in 
powers of G exp( - J3z) by their asymptotic expansions, 
The Eqs. (5.6) are therefore suitable to represent the 
solutions when I z I is sufficiently large but finite, even 
if the real part of J3z is not positive, just because of the 
convergence with respect to rn. That finally, when 
z - 00, all the terms of the sum over m become infinite 
if Re(J3z) <0 does not matter, for it reflects the highly 
Singular nature of the solutions at infinity, which cannot 
simply be accounted for by one multiplicative singular 
factor times an ordinary asymptotic expansion. 

C. Modified integral representation 

More generally, let us conside r, in view of late r 
application, the solution 

y;'(z) = Z-L-l 2: Gm exp( - rnJ3z) 
m=O 

x (2rri)-1 J . exp(zt) bm(t)dt, (5.9) 
cM 

where C~ denotes a contour which, starting from and 
returning to infinity. encloses one Singular point t 
=MJ3+i as shown in Fig, lb. Again we may agree that 
the powers appearing in the integrands are defined 
according to arg(t - M {3 - i) = - 11/2 and arg{t - M J3 +i) 
:::: 11/2 at that point of the contour where t -M,B is imagi
nary while It -M/31 <1. The bm(t) are still the general 
ones with the constants of integration not yet specified. 
For rn < M they are analytic at t = M J3 + i and do not 
contribute to the integrals. It then remains to consider 
the integrals with bM+N(t) for N::::O, 1,2, .... The rele
vant, at I=Mf3+i, singular part of bM.N(t) is propor
tional to 

6 a~'N M(L)(t - M J3 - i)-L-I+n, 
n=O 

which, because of Eq. (4.27), is equal to 

(a~M(L )/a:;O(L») L a~O{L)(T _ it L
-
hn . 

n=O 
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This is, apart from the constant factor in front of the 
sum, essentially the singular part at T = i of bN(T), 
where T = t - M fj. For the contour integral we therefore 
obtain 

exp(-Mfjz) r . exp(zt)bll+N(t)dt 
·C M 

= (a~II(L)/agO(L» J +exp(zT) bN(T)dTo (5.10) 
Co 

It then follows that 

y;'(z) = GII(a~AI(L)/ ago(L») y~(z). (5.11) 

On the other hand we have, by comparison of Eqs. 
(5. 1a) and (5.9), 

y~(z) =a~O(L) (2 L+1r(L +1»)-lhy(l) (L; z), (5.12) 

for the general functions bm(t) and the special functions 
b~(t) can differ merely by additive terms which are 
analytic at t = i and, if A o and Bo are not the same in 
both cases, by the normalization agO(L) of the terms 
which are singular at t =i. From Eqso (5.11)-(5.12) we 
obtain 

y;/z) = Gil a~A/(L) (2 L+l r(L + 1 »-1 hi 1>(L; z). (5.13a) 

Similarly, if we consider the contour CM which, 
starting from and returning to infinity, encloses one 
singular point t = M (3 - i as shown in Fig. 1 b, and if 
y;,(z) is the solution of the type (5.9) but with the con
tour CM rather than C;" we have 

YM(z) = GAla:M*(L)(2L+l r(L + 1»-1 hy(2)(L; z). (5.13b) 

The integral representation (5.9) with the contours C;,. 
or C:;" respectively, yields therefore, apart from 
normalization factors, again the Hankel-type solutions 
even when ftrh O. 

6. THE CONNECTION PROBLEM 

A. General linear relation between the solutions of 
different kind 

Let us consider the integral representation 
~ 

Yoo(z) = Z-L-l B Gm exp( - m{3z) 
",=0 

X(217i)-1 J exp(zt) b .. (t)dt (6.1) 
coo 

with a contour Coo which, starting from and returning 
to infinity in a suitable direction as shown in Fig. la, 
encloses all the singular pOints t = m (3 + i and t = m f3 - i 
from m = 0 up to m = Q. And let us choose a special set 
of functions bm(t) such that all the b".(t), in particular 
for m > Q, become analytic at all the Singular pOints, 
t=(Q +R){3+i and t=(Q +R){3-i with R=1,2,3, •. 0 , 

to the right of the contour 0 This means that for m > Q 
we need to have a;;""(L)=a:;m*(L) =0. According to 
Eq. (4.23') this condition can be satisfied if the con
stants of integration, in case of -1 <Re(L), are chosen 
to be 

A", = Hj",a+1 bm _
1

( T) «T - m(3)2 + l)LdT 
",a 

+ J::-1 
b"'_I(T)«T - m(3)2 +l)LdT], (6.2a) 

f
m8+1 2 

B".=E b .. _1(T)(T-m{3) +l)LdT, 
m8~i 

(6.2b) 

with 
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(6.2c) 

or 

E = -ir(L +~)/(r(t) r(L + 1»). (6.2d) 

To specify the constants of integration for m ~ Q is 
not necessary at this stage. Using the expansion in 
powers of (t - m(3)-1 according to Eq. (4.18) for the 
bm(t), we then have to consider 

~ 

Yoo(z) = Z-L-l ~ Gm exp( - m{3z) (2m)'1 
m=O 

x J exp(zt)(t d~"'(L) (t - m(3)-2L-2-, 
c QO ,,=0 

+.t; e:;''''(L)(t - m(3)-l-" )dt, (6 0 3) 

where arg(t - m(3) = 0 when t - m{3 is real and positive. 

With our choice (6.2) of the constants of integration, 
all the bm(t), even those with m > Q, are analytic at the 
Singular points of the differential equation situated to 
the right of the contour CQo. For each finite m, in 
particular m > Q, the contour may therefore be de
formed so as to lie wholly in the region where the 
series in powers of (t - m(3)'1 converge uniformly. Then 
it is legitimate to integrate the series term by term, 
and we obtain 

~ ~ 

YoO(Z)=ZL 6 Gm I; (r(2L +2 +n»)-ld:m(L) z" 
m=O '1=0 

~ ~ 

+ Z-L-l I; Gin z:; (n 0- 1 e:"'(L) z". (6,4) 
m=O ,,=0 

Interchanging the summations over m and n and ex
preSSing, by means of Eqs. (4.30), the general coeffi
cients d:;''"(L) and e:m(L) in terms of the special coeffi
cients d:;,mo(L) and e~,"O(L), we obtain 

Yoo(z) = (r(2L +2)fl (~ GP d~P(L»)ZL to w,,(L) z" 

+(ta GPe~P(L»)z-L-l to w,(-L -1)z", (6.5) 

where 

wn(L)= [r(2L +2)/r(2L +2 +n)] 

xt Gmd~mo(L)/dgO(L), (6.6a) 
m=O 

n 
wn(-L-1)=(nl)-II; Cme;mo(L)/egO(L). (6.6b) 

m=O 

That the right-hand sides of Eqs. (6.6) are equal to 
the coefficients w,,(L) and wn(-L -1) of Sec. 3 can be 
verified by explicit computation of the first few coeffi
cients in both cases, but it seems difficult to show 
generally for arbitrary n. Comparing Eq. (6.5) with the 
Bessel-type solutions (3.1) we have 

YQo(z)=[2 Lr(L +1)j-1 (to GPdt'P(L») 

XC(L)jy(L; z) +2-L(r(~ -L)/r(~») 

x(~ GPetP(L»)C(-L -1)jy(-L -1; z). 

(6.7) 

This result could have been obtained from Eq. (6.4) 
even without the detailed discussion of the properties of 
the coefficients: For we know that Yoo(z) is a solution 
of the differential equation (2.3) and therefore should be 
some linear combination of the solUtions jy(L; z) and 
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jy( - L -1; z). In fact, Eq. (6.4) shows the expected 
analytical structure, and therefore it suffices to con
sider only the terms with n = 0, which yield the normal
ization factors. By comparison with the normalization 
factors of jy(L; z) and jy(-L -1; z), Eq. (6.7) then 
follows immediately, More generally, the corresponding 
coefficients for any n should agree, and this fact pro
vides an indirect proof of Eqs. (6.6). 

We have succeeded in expressing the solution YQQ(z) 
as a linear combination of the Bessel-type solutions. 
It remains to express YQQ(z) as a linear combination of 
the Hankel-type solutions. To do so we again start from 
the integral representation (6.1) and observe that the 
contour C QQ is, after suitable deformation and apart 
from some parts at infinity which do not contribute to 
the integral, equal to the sum of all the contours C~ 
and CMwhere M=0,1,2, .. " Q-l,Q. We therefore 
have 

'" YQQ(z) = Z'L'1 1: em exp( - m/3z)(2170' 1 

01=0 

x f; [J + exp(zt) bm(t)dl 
MoO CM 

+ 1. exp(zt)b .. (t)dt) 
CM 

(6.8) 

or, by means of Eqs. (5.9) and (5.13), 
Q 

YQQ(z)= 12, eMa~M(L)][2I'+lr(L +l)j"lhy(I)(Lj z) 

+ ta e Ma:II*(L)][2 L • 1r(L + 1 )J-l hy(2 )(L j z). 

(6.9) 

By equating the two different expressions (6.7) and (6.9) 
for YQQ(z) we have the general linear relation between 
the solutions of different kind, valid for arbitrary values 
of the integer Q=0,1,2, .. ·. The constants of integra
tion Am and Bm, on which all the initial coefficients 
a:;'"'(L), a:;'"'*(L) , d~"'(L), and e~m(L) depend, have not 
yet been specified for m <;; Q, It is by choosing Q and the 
A", and Bm for m <;; Q in a suitable way, that we will ob
tain the desired special relations between our standard 
solutions. 

B. Special relation between the solutions of the first and 
third kind 

1. The connection coefficients 

Our first choice of the constants of integration is such 
that we have, for m =0, 1, 2, ... , Q, 

bm(!) = b~(t). 

Consequently 

dgo(L)=2 L+1r(L +1), 

d~m(L)=O for m=1,2,3, •.• , Q, 

eg'm(L)=O for m=O,1,2, .•• , Q, 

(6. lOa) 

(6. lOb) 

(6.l0c) 

(6.l0d) 

(6.l0e) 

and, if Re(L) > -1, a:;'"'(L) may simply be written as an 
integral 

a::,m(L)=J'" b~.I(T)(T-m/3)2+l1LdT (6.l0f) 018+1 

1128 J. Math. Phys .• Vol. 18, No.5, May 1977 

for m=1,2,3, ... ,Q. Equation (6.7) then reduces to 

YQQ(Z) =(2 + [2 Lr(L +l)]'lp~+1 dtP(L}) 

XC(L)jy(Lj z) +2'L(r(~ -L)/r(t») 

xl t e~P(L)\C(-L -l)jy(-L -1; z), 
V:Q+1 ~ 

(6.11 ) 

and this expression must be equal to the right-hand Side 
of Eq. (6.9). Provided that the sums over the initial 
coefficients in Eq. (6.9) will converge, we may now 
take the limit Q - 00 and obtain 

2C(L)jy(Lj z) =D(L)hyU )(L; z) 

(6.12) 

where we have introduced the connection coefficients .. 
D(L) = 1 + L) ella~II(L)/agO(L) (6.13) 

11=1 

and D*(L) which is the corresponding conjugat", complex 
function of the parameters e, /3, L. 

2. Convergence of the expressions for the connection 
coefficients 

Since the left-hand side of Eq. (6.12) is well-defined, 
at least if 2L* -2, -3, -4, "', the expressions (6.13) 
for the connection coefficients on the right-hand Side 
are expected to converge. Nevertheless a proof of this 
fact seems to be deSirable. For this purpose we ob
serve that, since the integrand in Eqs. (5.2b) and 
(6.10!) vanishes when T _00 at least as fast as r 2

, th", 
upper limit 00 of the integrals may be replaced by 
E +m/3+i +ooexp[iarg(/3)]. It then suffices to know 1112 

behavior of each of the bm(t) on the straight line defined 
by 

t(r)=E+m/3+i+rexp[iarg(J3)), O<;;r<;;oo, (6.14a) 

where E = 0. More generally let us consider the functions 
bm(t) on a straight line parallel to the original one, 
corresponding to some real E with 0,,;; E <min(2, 1/31). In 
case of m = 1 we then have, using the parameter r, 
which is real and positive, as a new variable of 
integration, 

K(L)bi(t) ((t - /3)2 +1)L+l 

= J"'(H(r»L (F(r»)'l E dr 
n 

with 

K(L)= [2 L+1r(L +1})"\ 

R=(t-E-/3-i)/E, 

E = exp[i arg(/3) 1, 

H(r) = {(rE +e)/[(r + 1 i31)E +€]}{(rE +E +2i)/ 

[(r + 1 /31)E +e +2i]), 

F(r) = [(r + 1 /31)E +e 1 [(r + 1 /31 )E +e + 2i). 

(6. 14b) 

(6.l4c) 

(6. 14d) 

(6. 14e) 

(6.l4f) 

(6. 14g) 

Bya suitable choice of e, to be discussed below, H(r) 
in case of Re(L):;. 0 or l/H(r) in case of Re(L) <0 can 
be made to be bounded. A positive constant 11(L) then 
exists such that 1 (H(r»)LI </1(L). Also, with the same 
choice of E, there is a positive constant 12 > 0 such that 
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(6. 14h) 

For example, if (3 is real and Re(L) ~ 0 we may simply 
take 11 (L) '" 1 and 12 = 1, and this is true even with E = O. 
Since the integral over the r-dependent factors of the 
estimate is 

(6.14i) 

it follows, with 11(L)/12 =I(L) >0, that 

IK(L) bf(t) ((t - ,9)2 + l)L.II </(L)«t - E - i)/E) -I. 

(6. 14j) 

Assuming, on the basis of this result, that 

I K(L) b~(t) [(t - m(3)2 + lJL.l t 
< (I(L»m [(t - E - {m -I} J3 - i)/E]-m /m! (6. 14k) 

we obtain, using again the positive real parameter r of 
Eqo (60 14a) with m replaced by m + 1 as a new variable 
of integration, 

I K(L) b~.1 (t) [(f - {m+ 1 }(3)2 + I]L.II 

< (/(L»m I Ie (H(r»L (F(r»-I 
(t-'-(m'II~-/)/ E 

x(r+ j{3ltmEdrl/m! (6.141) 

or 

IK(L)b~'I(t)[(f -{m +1}(3)2 +l]L.II 

< (/(L»m.I[(t -E - m{3-i)/E]-m-l/(m +1)!. (6.14m) 

This is the same equation as Eq. (6. 14k) apart from the 
replacement of m by m +1. And therefore, since Eq. 
(6. 14k) is valid for m = 1 according to Eq. (6.14j), it 
holds for any m = I, 2, 3, • ". As to the choice of E, we 
prefer E = 0 if the required bounds exist for E = O. Since 
a:;""(L) then is just the value at t = m(3 +i of the integral 
estimated by Eq. (6.14k), it follows immediately that 

IK(L) a;m(L) I < (I(L)/ I J31]m /m!. (6. 14n) 

The conditions implying that E = 0 is a possible choice, 
which may depend on whether we consider a;m(L) or 
a;;,m*(L) and will be stated so as to apply to both simul
taneously, are that Re(L)", ° and the interval [-2i, 2i] 
of the imaginary axis is excluded for f30 We now want 
to show that the estimate (6. 14n) remains valid even if 
these conditions are violated. We then have to choose 
an E"# 0 such that the required bounds exist. As a con
sequence the estimate (6.14k), with a different constant 
I(L), is valid on a path which no longer contains the 
point of interest f = mf3 +i, but starts some distance E 

from it apart. On the other hand, the integral is known 
to be the sum of two terms, one Singular and the other 
regular at t = mf3 +i. While the regular term tends to a 
constant when t - m (3 + i, the singular one either di
verges or vanishes according as Re(L) "" -lor Re(L) 
> -1 , respectively. If E is sufficiently small, then 
these terms cannot cancel because of their different 
order of magnitude, and the estimate (60 14k) is also 
apprOximately valid for the regular part alone. But the 
regular part does not change significantly when E - 0, 
and therefore the estimate (6. 14k) essentially remains 
true at t = mf3 +i for the regular part, in particular as 
far as the factor l/m! is concerned. Since the value at 
t=m{3 +i of the regular part is just a;;,m(L), it follows 
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that Eqo (6. 14n), may be with a different constant I(L), 
applies even when an E"# 0 is needed. 

We therefore have shown that the expression (6.13) 
for the connection coefficients, defined for I arg(J3} I 
"" rr/2, converges provided that (U 0, for arbitrary 
values of G. This means that we have solved the con
nection problem for arbitrary values of G and (3 while 
I arg(f3) 1 "" rr/2, except for f3 = 0 while G"# 0, a case which 
although our method breaks down is much simpler and 
can be reduced to Kummer's differential equation. It is 
another question, to be conSidered in the next subsec
tion, whether or not we are able to obtain in all cases 
a suffiCiently simple explicit expression for the a;;'"'(L). 

3. Explicit expressions for the connection coefficients 

In order to evaluate a~m(L) as given by Eq. (6.10f) 
we insert the expansion of b~_l(t) around infinity, 

e 

b~_I(t)=I; d:-lOO(L)r2L-2-n. 
n"l 

(6.15) 

It may be seen from the domain of convergence for 
Eq. (4 018) that this expansion converges uniformly on 
the path of integration, provided that 1131 
>21 sin(arg(f3»J, a condition which has been slated so 
as to apply Simultaneously to both the a:"'(L} and 
a;;'"'*(L). Assuming that the parameter {3 obeys the re
striction just mentioned we may integrate the series 
term by term. We then have to evaluate the integrals 

2 L
+
l r(L+1)H(L n)=J~ T2L-2-n«T_m{3)2+1)LdT 

, mild ' 

(6. 16) 

which may be expressed in terms of hypergeometric 
functions [using, for example, Ref. 7, Eq. (3.197,2)], 

H(L,n)=Z-L-l[r(L +2 +n)J-ln! (m{3+i)-~-l 

X 2F I(- L, n + 1; L +2 +n; (m{3 - i)/(mJ3 +i». 

(6. 17a) 

By means of the transformation formulas of the 
hypergeometric function this can be written 

or 

H(L,n)=2- L-1[r(L +2 +n)r1 n! (2mf3}-n-l 

xaFIH +n/2, 1 +n/2; L +2 +n; 

(1 + m 2 (82)/(m2 .e2» 

H(L,n)=2- L- 1 [r(L +2 +n)]-ln! (2i)-n- 1 

XaF1(t +n/2, L +1 +n/2; L +2 +n; 

1 +m2(32), 

(6.17b) 

(6.17c) 

and finally 

H(L, n) = n! 2- L-2-n exp[ _ irr(n + 1 )/2] (1 +m2f32)- (n o1) /2 

x[rm cr(l +n/2) r{L + t +n/2})-1 

X aF 1(i +n/2, -L -t -n/2; t; m 2 /3 2 /(1 +m2 (32» 

+r(-t)(r(t +n/2)r(L +1 +n/2»-1 

Xexp(-irr/2) (m 2 f32/(1 +m2(32»1/2 

xaF1(1 +n/2, -L -n/2; i; m 2.e 2/(1 +m2(32»] 

(6. 17d) 
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(L not a negative integer) 

or 

H(L,n)=n! 2- L - 2 -" (m 2 i3 2 +1)-("+0/2 

x{r(L +t)(r(L +1 +n/2)r(L +i +n/2»-1 

X 2F 1Ct +n/2, -L -t -n/2; -L +t; 1/(m2~ +1) 

+r(-L -t)(r(t +n/2)r(1 +n/2»-1 

Xexp[i1T(L +t)](m2 t3 2 +1)-L-l/2 

xJl(L +1 +n/2, -n/2; L +t; 1/(m2 t3 2 +1»} 

(6.17e) 
(L not half an odd integer). 

The application of the transformation formulas of the 
hypergeometric function requires some care in order 
that the appropriate branches may be taken. The frac
tional powers in Eqs. (6. 17d)-(6. 17e) have been de
fined so as to become real and positive if i3 is (and L is 
real). We have chosen for presentation the expressions 
(6. 17d)-(6.17e) with the important case in mind that t3 
is real. Equations (6. 17d) or (6. 17e) then are pref
erable according as m 2

fj2<>; lor m2 t3 2 ;'1, respectively. 
Other expressions for H(L, n), which may be more 
suitable when 13 is complex, can be obtained from 
Eq. (6. 17a) by means of the transformation formulas 
of the hypergeometric function. 

For the connection coefficients we now have, from 
Eqs. (6.10f), (6.13), (6.15), and (6.16), 

~ ~ 

D(L)=l + L GmL d:-100(L)H(L,n), 
m=l ,,=0 

(6. 18a) 

D*(L)=l + k-l Gmt, d:-100(L)H*(L,n), (6. 18b) 

where the coeffiCients d:- 1 ° O(L) can be calculated re
cursively from Eq. (4.21) with M = 0 and the initial 
coefficients (6.10b)-(6.10c). The H*(L, n) are the 
corresponding conjugate complex functions of the pa
rameters i3 and L. The sums over n have different do
mains of convergence with respect to i3 if I fjl <>; 2 while 
Im(i3) * O. The condition for convergence is 
1,81 > - 2 sin[arg(iJ) J in case of D(L) and 
1131 > 2 sin[arg(fj)] in case of D*(L). The sums over m, 
we may recall, converge under less stringent conditions 
on p for arbitrary (not necessarily real) values of G. 
From a computational point of view, Eqs. (6.18) are 
useful only for a more restricted range of the parame
ters, since otherwise the rate of convergence may be
come prohibitively slow. We should keep in mind that 
the Hankel-type solutions and the connection coefficients 
have been defined in the preceding sections for I arg(t3) I 
<>; 1T/2 (and 13* 0) only. The analytic continuation with 
respect to i3 will not be considered in the present paper. 

7. RELATIONS BETWEEN DIFFERENT SOLUTIONS 

A. Normalization of the solutions of the first kind 

We now dispose of the normalization factor C(L) of 
the Bessel-type solutions by choOSing 

(7.1) 

where C(L) >0 for real values of L, G, 13. With 6(L) 
defined mod(21T) by 
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exp{i o(L)} = D{L)/ C(L) (7.2) 

we then have 

2jy(L; z) = exp[io(L)] hy(ll(L; z) 

+ exp[ - i6(L») hy(2)(L; z) (7.3a) 

or 

2jY(L; z)=cos[6{L)j[hy(1)(L; z) +hy(2)(L; z») 

+i sin[6(L)] [hy(l)(L;z) _hy(2)(L; z»). 

(7.3b) 

B. Wronskian relations 
Let us consider the Wronskian 

W(z) = W(Yl(Z), Y2(Z») 

= Yl (z) y;(z) -v{(z) Y2(Z) (7.4) 

of two solutions Yl(Z) and Y2(Z), By standard techniques 
it can easily be seen from the differential equation (2.3) 
that Z2W(Z) is identically constant. Evaluating z2 W(z) 
at infinity or at the origin, respectively, we obtain 

Z2 W(hy(l )(L; z), hy(2 )(L; z») = - 2i, (7.5) 

z2[W(jy(Ljz),jy(-L -l;z»J 

= -sin[1T(L +t)]/[C(L)C(-L -1)). (7.6) 

The last Wronskian, when evaluated by means of Eqs. 
(7.3a) and (7.5), gives 

z 2 W(jy(L; z), jy(- L -1; z» 

=-sin[o(-L -1)-o(L) +11(L +tn (7.7) 

By comparison with Eq. (7.6) we then have 

C(L) C(-L -1) sine 0(- L -1) - 6(L) + 1T(L +t») 

=sin[1T(L +t)]. (7.8) 

C. Circuit relations 
By inspection of Eq. (3.1), which is valid for arbi

trary values of arg(z), we find immediately, for any 
integer M, the circuit relations of the Bessel-type 
solutions 

jy(L; z exp(2M1Ti» = exp(2ML 1Ti)jy(L; z). (7.9) 

The circuit relations of the Hankel-type solutions, 
which then can be found by means of the connection 
formula (7. 3a) in the usual way, are 

hy(l )(L; z exp(2M1Ti» 

={cos[6(-L -1) - o(L) - (2M -1)L1TJ 

xhyu )(Lj z) - exp[ - i(6(- L -1) + 6(L) +(L + 1/2)1T) I 
xsin(2ML1T) hy(2)(L; z)}/cos( o( -L -1) - 6(L) + L 1T], 

(7. lOa) 

h y (2)(L; z exp(2Mlli) 

={exp[i(6(-L -1) +6(L) +(L +t)7T)) 

Xsin(2ML1T)hy(1)(Lj z) +cos[o(-L -1) - 6(L) 

+ (2M +1)L1T)hy(2)(L; z)}/cos[6(-L -1) - O(L) +L1T). 

(7. lOb) 
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These equations can be used to extend the definition of 
the Hankel-type solutions and to obtain their asymptotic 
expansions for values of arg{z) other then those con
sidered in Sec. 5. 

8. NEUMANN·TYPE SOLUTIONS OR SOLUTIONS OF 
THE SECOND KIND 

Solutions of the second kind may be defined by the 
requirement that they are to be "orthogonal" near 
infinity to the corresponding Bessel-type solutions, 
i. e. , 

2iny{L; z) = exp(io{L)] hy( 1)(L; z) 

- exp[ - io(L)] hy (2 )(L; z) (S.la) 

2ny(L; z) == - i cos[ o(L)] (hyu )(L; z) - hy(2)(L; z» 

+sin(o(L)] (hy(1)(L; z) +hy(2)(L; z». (S.lb) 

We then have 

and 

hy(I)(L; z) = exp( - io(L) ](jY(L; z) +iny(L; e», (S.2a) 

hy<2)(L; z) = exp[io(L)] (jy(L; e) - iny(L; e», (S.2b) 

ny(L; e) = {cos ( o( - L -1) - o(L) + 7T(L +t) ]jy(L; z) 

- jy(-L -1; z)}/sin[o(- L -1) 

- 0 (L) + 7T(L + ~ ) 1 (S.3a) 

or, because of Eq. (7.S), 

ny(L; z) ={cos[ o( - L - 1) - O(L) + 7T(L +t) ]jy(L; z) 

-jy(-L -l;e)}C(L)C(-L -l)/sin[1T(L +t»). 

(S.3b) 

Equations (S. 3) show the behavior near the origin of 
the Neumann-type solutions, provided that L is neither 
an integer nor half an odd integer. 

The Neumann-type solutions have been defined so as 
to be always linearly independent of the corresponding 
Bessel-type solutions. In fact, from Eqs. (7.6) and 
(S. 3b) follows the Wronskian relation 

z 2 W(jy(L;z), ny(L;z»=1. (S.4) 

9. THE CASE WHEN 2L IS AN INTEGER 
A. Hankel·type solutions for L equal to an integer 

While the definition of the Hankel-type solutions by 
the contour integrals (5.1) includes the case when 
L=0,1,2,"', their asymptotic expansions (5.6)-(5.7) 
have been derived in Sec. 5. B under the tacit assump
tion that L be not equal to an integer, for otherwise the 
expansions (4.17) of the integrands break down and have 
to be replaced by more complicated expressions con
taining logarithmic terms. Inserting these expressions 
into the integrals and integrating the series term by 
term we find, nevertheless, the same asymptotic ex
panSions (5.6)-(5.7). This is not an unexpected result, 
for the asymptotic expansions are well-defined even 
when L becomes equal to an integer and therefore 
should remain valid, by analytic continuation with re
spect to L. 
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B. General properties of the Bessel· and Neumann·type 
solutions 

If L = -~ +N is half an odd integer, we may conclude 
from Eq. (7. S) that 

(9.1) 

It then follows from Eqs. (5. S), (7.3), and (S.l) that 

ny(-~ -N; z) ~ (_l)N ny(-~ + N; z). 

(9.2) 

(9.3) 

It therefore suffices to investigate jy( - t + N; e), 
ny(-t +N; z), and, as will be explained in Sec. 9.0, 
jy(N;z) and ny(N;z) for N=0,1,2, ..•• As to 
jy( - ~ + N; z) and jy(N; z), the connection problem has 
already been solved in Sec. 6, apart from the fact that 
in case of jy( - t + N; e) the expression (6. 17e) for 
H(L, n) has to be replaced. The appropriate expression 
can be obtained either from Eq. (6.17e) by a limiting 
process or more simply from Eq. (6.17c) with L 
= - t + N by means of that continuation formula of the 
hypergeometric function which applies in this excep
tional case [Ref. S, Eq. (15.3.13) or (15. 3.14)J. 

If 2L is an integer greater than - 2, then any solution 
y(L; z) which is linearly independent of jy(L; e) can, by 
standard techniques, be seen to have the form 

c 

y(L;z)=L; g.(L)e·L'l+rl 
"=0 

c 

+a(L)L;wn(L)zL'"ln(z), (9.4) 
n=O 

where go(L)*O and g2L+l(L) if L* -~ or go(-~) and 
a( - t) * 0 are the constants of integration. The coeffi
cients g,,(L) and a(L) can be evaluated by means of the 
recurrence relations [with g.l (L) = 0] 

g"(L) =( -g"-2(L) + G k (l/m!)(- m'" g"',"'l(L~/ 
[n(n-2L-1)] forO<n<2L+l (9.5a) 

with L=t, 1, t, "', 

a(L) = (- g2L'l(L) +G ~ (l/m!)(- (3)mg2L .",(L»)/ 

(2L +1) (9.5b) 

withL=O,~,l, •.• , 

g"(L) =( -g"'2(L) + G %i (l/m!)( - f3}m g".m.l (L) 

- (2n -2L -1) a(L) Wn.n.l(L)Ytn(n - 2L -1)] (9.5c) 

for n > 2L + 1 with L = - L 0, L .... 
The coeffiCients w"(L) are those defined by Eqs. (3.3), 
By comparison with Eqs. (3.3) we have, with L 
=0, t, 1, "', 

(9.5d) 

and 

(9.5e) 

Changing the constant g2L+l(L) is equivalent to adding 
a multiple of jy(L; e). 

If 2L = 1, 2,3, •• " it may happen for particular pairs 
of values of (G, {3) that Eq. (9.5b) yields a(L) =0 and 
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the logarithmic terms in Eqo (9.4) do disappear. Such 
cases are related to the indeterminacy pOints of the S 
matrix studied by Ahmadzadeh, Burke, and Tate. 3 

The problem now under consideration is to determine 
the constants of integration such that the solution (9.4) 
just represents ny(-~ +N; z) or ny(N; z), respectively. 

C. Neumann·type solutions for L equal to half an 
odd integer 

If L is half an odd integer, the expression (80 3b) for 
the Neumann-type solution in terms of the Bessel-type 
solutions becomes indeterminate because of Eqs. (9.1) 
and (9.2), and the appropriate limit has to be taken. 
Inserting the expansion (3.1) for the Bessel-type solu
tions and performing the limiting process one finds that 
the result has the expected analytical structure (9.4). 
Comparison of the initial coefficients of the different 
series with the corresponding ones in Eq. (9.4) then 
yields, for N = 0, 

go(-t)= (2/7T)1/2 C(-~){~(l) +In(2) 

+ [d In{C(L)}/dL )L=-l 12}' 

t:lI(- ~)= (2/7T)1/2 C(-~), 

and, for N=l, 2, 3, "', 

(9.6a) 

(9.6b) 

go(-~ +N)=-(2/7T)1/22N-1(N-1)! C(-~ +N), (9.6c) 

g2N(- ~ +N)= 7T-1/ 2[d{[2-L-1/r(1 +L)] C(-L -1) 

+(_1)N+l[2L/r(~ -L») 

(9.6d) 

x W2N (- L - 1) C(L)}/dL lL=-1 /2+N0 (9. 6e) 

To obtain Eq. (9. 6d) use has been made of the relations 

C(-~ _N)=(_I)N 22NN! C(-~ +N) 

(9.7a) 

or 

C(-~ _N)=_22N-2{(N_1)!}2C(_~ +N) 

X (-W2N_2(-~ -N) +G
2fl (l/m!) 
m=O 

X (- (3)mw2N_I_m(-~ -N)) (9. Th) 

which fOllows from Eqs. (3.1) and (9.2). Because of 
Eq. (9.7b), the result (9. 6d) for t:lI(-i +N) is consistent 
with Eq. (9. 5b). 

While the expressions for a(-~), go(-t +N), and 
a (- t + N) are quite simple, the expressions obtained 
for %( - ~) and f{2N( - ~ + N) are complicated because of 
the required derivatives of C(L) and C(-L -1) which 
are inconvenient to evaluate. And although Eq. (9.6e) 
can be cast into a more suitable form, we do not show 
this expression since it still contains the derivatives of 
C(L). 

On the basiS of the analytical structure (9.4) of 
ny( - t + N) and the expression (9. 6d) for a( - t + N) we 
may now obtain the circuit relations for the Neumann
type solutions 

1132 J. Math. Phys., Vol. 18, No.5, May 1977 

ny( - t + N; z exp(2M?Ti)] 

=(-l)M[ny(-t +N;z) +4MiC(-t -N) 

XC(-~ +N)jy(-t +N;z)]. (9.8) 

And then, by means of Eqs. (7.9), (8.2), and (9.8), 
we are able to derive the circuit relations for the 
Hankel-type solutions 

hy(l )(- ~ + N; z exp(2M7Ti» 

=(-1)M{[1-2MC(-t -N) 

xC(-~ +N)]hy(l)(_~ +N;z)-2MC(-~ -N) 

XC(-~ +N)hy(2)(_~ +N;z)}, 

hy(2)(_~ +N;zexp(2M7Ti» 

=(-I)M{2MC(-~ -N) 

XC(-~ +N)hy(l)(-~ +N;z) 

(9.9a) 

+[1 +2MC(-t -N)C(-~ +N))hy(2)(_~ +N;z»). 

(9.9b) 
Alternatively, Eqs. (9.9) can be obtained from Eqs. 

(7.10) by a limiting process. 

D. Neumann-type solutions for L equal to an integer 

If L becomes equal to an integer, some complications 
arise due to the fact that the connection coefficients 
D(- L -1) and D*(-L -1) have simple poles at L =N 
for N = 0,1,2, . ", but while D(-L -l)/(r(- L) remains 
analytiC there, this is neither true for C(-L -l)/r(- L) 
which is discontinuous in changing its sign nor for 
o( - L - 1) which is discontinuous in jumping by 7T. The 
reason for this behavior lies in our definition (7. 1) of 
C(- L -1) which for obvious reasons has been chosen 
so that C(-L -1)- +1 if G- 0, at least for L* N. 

From Eqo (7.8) we find, mod(7T), 

0(- N -1) - o(N) + 7T/2 = 0, 

and, by means of Eqs. (5.8), (7.3), and (8.2), 

jy(-N -1; z) = ± (_I)N jy(N; z), 

ny(- N -1; z) = ± (-IV ny(N; z)' 

(9.10) 

(9.11) 

(9.12) 

The Sign ambiguities in Eqs. (9.11)-(9.12) are due 
to the discontinuities of C(- N -1) and 0(- N -1) which 
do affect jy(-N -1; z) and ny(-N -1; z). 

In order to find the behavior at the origin of ny(N; z) 
it is again necessary to consider the limit of Eq. (8.3b). 
In a Similar way as in Sec. 9. C but taking account of 
the complications mentioned above we obtain 

f{o(N) = (_1)N.12N[rm/r(~ - N») C(N), (9.13a) 

a(N) = 2N [r(t )/r(t - N)] C(N) (- W 2N-1 (- N - 1) 

+G k (l/m!)(- j3)m W 2N -m(-N _1)}/(2N +1), 

(9. 13b) 

g2N+ I(N) = (1/ 7T) [d{cos[o(- L -1) - O(L) +?T(L +~)] 

XC(-L -1)sin(7TL)2- L(rW/r(1 +L)] 

-C(L)2L[r(~)/r(t -L)]sin(7TL) 

(9.13c) 
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Again, while the expressions for go(N) and a(N) are 
simple, the expression for gZN<l(N) is complicated, and 
casting it into a more convenient form would be of little 
use because of the remaining derivatives of C(L). 

From Eqs. (3.1) and (9.4) the circuit relations for 
the Neumann-type solutions are found to be 

ny(N; z exp(2M1Ti») = ny(N; z) +2M1Ti y(N)jy(N; z), (9.14) 

where 

yeN) = a(N) C(N) 2N ret + N)/r(t) 

or, because of Eq. (9.13b), 

y(N)=(_1)N[C(N)2Nr(~ +N)/r(~)12 

(9.15a) 

X(-W2N _1(-N-1) +G~ (l/m!) 

x (- (3)m wW_m(-N -1»). (9. 15b) 

By means of Eqs. (8.2) we may now obtain the circuit 
relations for the Hankel-type solutions 

hy(l)(N; zexp(2M1Ti») 

=[l-M1Ty(N»)hy(l)(N;z) 

- M1Ty(N) exp[ - 2i O(N»)hy(2)(N; z), 

hy(Z)(N; z exp(2M1Ti» 

= M1Ty(N) exp[2i o(N) 1 hy(l)(N; z) 

+[1 +M1Ty(N»)hy(2)(n;z). 

(9. 16a) 

(9. 16b) 

10. THE CASE WHEN 8= 2ilO FOR SOME INTEGER 0 

A. Q equal to a positive integer 

1. General aspects 

If the parameter i3 happens to be such that Qi3= 2i for 
some positive integer Q, complications arise at the 
singular points t = M (3 + i as is shown by the break down 
of the recurrence relations (4. 19c) and (4. 20a) for 
m - M = Q. The reason is that then, if m:;. Q, the in
homogeneous term of the differential equation for bm(t) 
has one of its singular paints coinciding with one of the 
singular points of the homogeneous equation. 

The necessary modifications do not touch upon the 
definition (5.lb) of hy(2){L; z) and its asymptotic expan
sion, the coefficients of which remain, in fact, well
defined. The integral representation (5.1a), however, 
cannot be expected to still represent hyu )(L; z) after 
the limit {3- 2i/Q has been taken in the integrand. The 
reason is that the contour of the integral passes in be
tween the two singular pOints t = i and t = - i + Q {3, which 
will coalesce when (3- 2i/Q. The right-hand side of Eq. 
(5.1a) with /3=2i/Q therefore is obtained as the analyti
cal continuation, with respect to /3, of the integral with 
a contour which encloses both of these two singular 
pOints. It therefore represents, according to Eqs. 
(5.12)-(5.13), the solution 

hy(3)(L; z) = hy(l)(L; z) + GQ[a~*(L)/a::O(L)] hy(2)(L; z) 

(10.1) 

rather than the solution hy(l)(L; z). 

Since the modifications begin to occur at m:::= Q, let 
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us consider bb{t), which according to Eq. (5.2b) with 
Q(3=2i is 

b~(t) == (t - 3i)-L-l(t _ i)-L-l 

(10.2) 

The singular pOints of b~_I(T) are at T=±i +2ni/Q 
where n = 0, 1,2, ... , Q -1, and therefore T = i is among 
them while T=3i is not. The expansion of b~_I(T) 
around T == i has singular terms proportional to 
atl O(L)(T - O-L-l.", so that the integrand of Eq. (10.2) 
has a term with a~-lO(L)(T _i)-I. Since a~-l°(L)=O 
unless Q=l according to Eq. (4.23), the analytical 
structure of b~(t) remains unchanged for Q=2,3,4, "', 
but logarithmiC terms do occur for Q = 1. As a further 
consequence, 

(10.3) 

remains well defined for Q == 2, 3, 4, ... , but does not 
exist for Q = 1. More generally, the same statements 
are true for bb'N(t) and a~<N Q'N*(N), respectively 
(N=1,2,3, ., .). We will therefore treat the different 
cases Q = 2,3,4, 0 •• or Q = 1 in separate subsections. 

2. 0 = 2, 3, 4, ... 

The modifications in this case are not so drastic, 
since the analytical structure of the bO.N(t) remains the 
same as in Sec. 4. C. The recurrence relation (4.19c) 
flllr m=Q +N and M=N with N=O, 1,2, .,. has simply 
to be replaced by 

«~'N N(L) = (2ni)-I[(n + L) a~:{ N(L) +a~·N-l N(L»), 

(10.4) 

so that the original recurrence relation, from which 
Eq. (4. 19c) followed after division by a now vanishing 
factor, is satisfied for arbitrary a~'N N (L), and this is 
true even for n==l since a~'N-IN(L)=O for Q 

= 2,3,4, .. '. Similar modifications occur for the 
C~<NN(L). As to the initial coeffiCients, Eq. (4.23) no 
longer holds when m = Q + Nand M = N, but we now have 

a~<N N(L)= -exp(irrL)a~·NQ.N *(L) 

=-exp(irrL)r bb.N-l(T) 
Na./ 

X(T - Nfj - i)L (T - Nfl - 3il L dT. (10.5) 

This equation is a direct consequence of the fact that the 
singular pOints t = N{3 +i and t = (N + Q){3 - i do coincide, 
Since for Q=2,3,4,'" the integral (10.5) exists, 
a~Q*(L) is well defined and we may Solve Eq. (10.1) for 
hy(! )(L; z), which therefore is also well defined. The 
asymptotic expansions of hy(l)(L; z) Or hy(3)(L; z) have 
the same structure as in Sec. 5. B. It is only the coeffi
cients Po.. which have to be modified as a consequence 
of Eqs. (10.4) and (10.5) with N=O. In place of Eq. 
(5. 7a) with m = Q we now have 

Po..:::= (2nitl[ - (n + l)(n -1 -l)p On-l +PQ-l n ], 

with the initial coefficient 

Poo=O 

as in Sec. 5.B in case of hy(1)(Lj z) Or 
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(10. Th) 

in case of hy(3)(L; z). Changing the initial coefficient 
PQO is equivalent to adding a multiple of hy(2)(L;z). It 
should be noted that if a solution with PQo* 0 like 
hy(3)(L; z) is considered and its asymptotic expansion 
written in the form of Eq. (5.6a), the sum over 11 has 
to start at 11 = 0 rather than 11 = m. 

3. Q= 1 

In order to see what happens in this case we consider 
the Eqo (5.2b) for b~(t) with m = Q = 1 and split the path 
of integration into three parts so that 

(10.8a) 

with 

J= J~(T _i)-L-l(T +i)-L-l (T - f3- i)L(T - fHi)LdT. 
t 

(10.8b) 
By means of well-known formulas [Ref. 7, Eqs, 

(3.211) and (9.182.1) or (3.197.1) and (9.131, 1)] there 
are several ways, none particularly convenient, to 
show that 

J2 =(i/2)(4/{32)L'I[r(L +1)r(L +1)/r(2L +2)] 

(10.9) 

The other two integrals J 1 and J 3 are more difficult 
to evaluate, but it suffices to obtain those terms which 
do not vanish (or even are singular) when f3- 2i, for 
t - i different from but in the vicinity of zero. We there
fore put 

(10, lOb) 

It suffices, and is appropriate in view of the branches 
required, to consider values of E which are real and 
pOSitive. The integral J 3 remains well defined when 
E-Oand is found (Ref. 7, Eq, (3.197.1); Ref. 8, Eqs. 
(15.1.23) or (15.1.28)] to be 

(10.11) 

The behavior when E- 0 of the integral J 2 can be seen 
from Eq. (10.9) by means of a suitable transformation 
formula of the hypergeometric function (Ref, 8, Eq. 
(15.3.10)], 

J2 -exp( - i1T(L +~) ](1j;(1) -1j;(L + 1) + i 1T/4 - (~)ln(E)]. 

(10.12) 

Introducing for J 1 a new variable of integration 
s = T - i we have 

J 1 = (~ ) exp[ - i 1T(L + ~ ) 1 
x l' S-L-l [1 +s/(2i)]-L-l 

" 
x[l +(E-s)/(2iW(s -E)Lds. (10.13) 

Since we need the behavior of J 1 for E - 0 while 
I T/ I < 2, it is reasonable to expand the second and third 
factor of the integrand by means of the binomial 
theorem. We then have to consider, for m,11 
=0,1,2,"', the integrals 

J
4
(m, '1) = J' S-L-l '"(s - E)L.m ds. 

" For m +n=1,2,3, ..• we immediately have 
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(10.14) 

J4(m,n) -_T/m.n/(m +n), E- 0, 

but for m = 11 = 0 we obtain 

J
4
(0,0)= -(L +1)-1 (1 _E/T/)L+l 

x 2F 1(1, L +1; L +2; 1-€/T/) 

(10.15) 

(10.16) 

or, by means of the appropriate transformation formula 
of the hypergeometric function [Ref. 8, Eq, (15.3.10)], 

J4(0,0)-Ij;(L+1)-.p(1)+ln(E)-ln(T/), E-O. (10.17) 

Collecting the results we see that the In(E) terms cancel 
so that we may take the limit € = 0 and obtain, with cer
tain coefficients Yn , 

J = (t) exp[ - i1T(L +t)] (.p(l) - ljJ{L + 1) +i 1T/2 -In(T/) 

+ ~ Y" T/n) + (4i)-I(1j; (L/2 + 1) - .p(L/2 +~)]. 
(10.18) 

On the basis of this result we see that at the singular 
point l = i the analytical structure of b[(t), or more 
generally of the bi.N(t) for N = 0,1,2, ... , is given by 

b;'N(t) = 2 -L-l exp[ - i1T(L + 0/2] C~ fn1•N O(L) (t _ i)-L-l.n 

+ to a~·N 1 *(L) (t - i)-L-l.n In(t - i~ 
~ 

+ ~ C~'N 1 *(L)(I - i)" 
n::O 

(10.19) 

with the initial coefficients 

fo10(L) = agO(L) (4i)-1{2.p(L +1) -21j;(l) -i1T 

-exp(i1TL) [.p(L/2 +1) - .p(L/2 +~)]}, (10.20a) 

(10.20b) 

C~l *(L)=O for 11=0,1,2, ... , (10.20d) 

and C~+N 1 *(L) according to Sec. 4.C for N= 1, 2, 3, .... 
Inserting the expansion (10.19) into the differential 
equation (4.16) we find that, while the coefficients 
C~+N 1 *(L) and a~'N 1 *(L) obey the same recurrence 
relations as in Sec. 4.C, the coefficientsfn1.NO(L) can 
be obtained from the recurrence relations 

f;O(L) = (2ni)-I[(11 + L)fnl~1 (L) 

_ 2ia~I*(L) +a~~:(L) + fnOO(L)], (10.21a) 

fn1
' N O(L)= [-4N(N +l)(n -L _1))-1 [2i(2N +1) 

x (n - 1 >!n1_;N O(L)_ (n + L -1)/:-': O(L) 

+4N(N + 1)a~'N I *(L) +2i(2N + 1)a;:7 I *(L) 

- a~:~ 1 *(L) - //_7(L)], (10.21b) 

where 

/nOO(L) = a~(L). (10.21c) 

Because of Eqs. (4.23) and (10. 20b) we have 

a~'Nl *(L)=-(i/2)a~0*(L). (10.21d) 

We are now prepared to obtain the asymptotic ex
panSion of hy(3)(L; z) in a similar way as in Sec. 5. B. 
The integrals with the logarithmic terms 
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1. exp(zt) (t - i)- L-l.., In(t - i} dt 
Co 

== - (d/dL)j • exp(zt)(t - i)-L-I+n dt 
Co 

== - (d/dL)[exp(iz) zL-n(21ri)/r(L + 1 - n)] 

yield a factor In(l/z) +l/i(L +1 -n) as compared with the 
usual integrals not containing the factor In(t - 0. 
Introducing, for N == 0, I, 2, •. " the new coefficients 

q I.N • == [r(L + 1 )/r(L + 1 - n)] [jnhN O(L) 

(10.22) 

we obtain the asymptotic expansion 
~ 

hy(3)(L; z) - Z-1 exp(iz) exp[ - i 1T(L + 0/2) L. em exp( - 2miz) 
moO .. 

xL: qmnz-n - (i/2) ez-1 exp( - iz) exp[i 1T(L + 1)/2] 
noo .. .. 
x~ emexp(-2miz)~mP:nz-nln(1/z), (10.23) 

-1T <arg(z) <1T, z- oc, 

with the initial coefficients 

qoo==P~==l, 

qlQ == (4itl {4l/i(L + 1) - 2'p(1) - i 1T 

-exp(i1TL) (l/i(L/2 +1)-l/i(L/2 +t)J}. 

While the coefficients 

(10. 24a) 

(10.24b) 

(10. 25a) 

and P!n are those of Sec. 5. B with {3== 2i, Eq. (5.7a) 
does not apply when m == 1 + N, but because of Eq. 
(10.22) we have 

qln == - (2ni}-1 (n +/)(n -I-l)qln_l -qon 

+i(n -~)Ptn-I +Pci,.)] (10. 25b) 
and 

ql+Nn = [4N(1 +N)rl (2i(2N+1)(n -l)ql+N n-I 

+ (n -1 - Z)(n - 2 -l) ql+N n-2 - q N .-1 

- i(n - ~)p; "-2 + (2N + l)pZ _-I) (10.25c) 

for N == 1,2,3, .. " with the coefficients equal to zero 
whenever an index becomes negative. Again, these 
recurrence relations can be derived in two different 
ways, as mentioned in Sec. 5. B. 

The terms multiplied by In(l/z) in Eq. (10.23) rep
resent the asymptotic expansion of - (i/2) G hy(2)(L; z). 

Similarly, changing the initial coefficient qlo would 
correspond to adding a multiple of hy(2)(L; z). 

Since a~a(L) does not exist when {3 == 2i, we cannot 
solve Eq. (10.1) for hy(l )(L; z), which also does not 
exist. In fact, the asymptotic expansion of hy(l )(L; z) 
does not exist for {3- 2i or, when multiplied by an 
appropriate factor such that all the terms remain finite 
for (3- 2i, becomes proportional to the asymptotic ex
pansion of hj,(2)(L; z). 

B. Q equal to a negative integer 

1. General aspects 

If Q == - R is a negative integer, the complications 
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arise at the Singular points t == M (3 - i. Consequently 
the necessary modifications do not touch upon the 
definition (5.1a) of hy(1)(L; z) and its asymptotic expan
sion. The integral representation (5.1b), however, with 
the limit (3 - - 2i/R taken in the integrand, represents 
the solution 

hy(4)(L; Z)==hy(2)(L; z) +eR[a~R(L)/a~(L»)hy(1)(L; z) 

(10.26) 

rather than the solution hy(2 )(L; z). 

2. R = 2, 3, 4, ... 

For R == 2, 3,4, ... the asymptotic expansions of 
hy(2)(L; z) or hy(4)(L; z) have the same structure as in 
Sec. 5. B. It is only the coefficients P:. which have to 
be modified and are now given by 

P~n==(-2ni)-1 (-(n +l)(n -1-1)P;n_1 +P;-loJ 

with the initial coefficient 

P;o==O 

as in Sec. 5. B in case of hV(2 )(L; z) or 

P;o == - exp( - i1TL) a~R (L)/a~O(L) 

in case of hy(4 )(L; z). 

3. R= 1 

(10.27) 

(10.28a) 

(10.28b) 

For R = 1, hy(2)(L; z) does not exist. The asymptotic 
expansion of hy(4)(L; z} then is 

hy(4 )(L; z) == Z-I exp( - iz) exp(i1T(L + 1 )/21 

.. .. 
x L: em exp(2miz) L q;.z-' + (i/2)G Z-1 

m=o "=0 
x exp(iz)exp(-i1T(L +1)/2J .. .. 
xL Gmexp(2miz)L P m.z-nln(l/z), 

,"=0 n=m 

- 1T <arg(z) < 1T, z - co, 

with the initial coefficients 

(10.29) 

qrio=Poo == 1, (10.30a) 

qio == (- 4i)-1{4l/i(L + 1) - 2/)1(1) +i1T 

- exp(- i1TL) [l/i(L/2 + 1) - ,p(L/2 +~) n. (10.30b) 

While the coefficients 

q~ ==P~ (10.31a) 

and Pm" are those of Sec. 5. B with {3== - 2i, we have 
for the new coefficients 

qin == (2ni)-1 (n + I) (n -1 - Z) qt n-I - q;n 

and 
qi+N 0 == (4N(1 + N) J- 1 

(- 2i(2N + l)(n -1) qi+N n-l 

+ (n - 1 +l)(n - 2 -l) qi.N n-2 - qZ 0_1 

+i(n - i)PNn-2 +(2N+l)PN.-I1 
for N == 1 , 2, 3, .••. 
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The more detailed comments missing here are quite 
analogous to those of Sec. 10. A. 

11. APPLICATION TO POTENTIAL SCATTERING 

A. Convergence of the expression for the S matrix 

The main results of this paper may immediately be 
applied to the scattering of particles by a Yukawa 
potential, for it is simply the ratio of the connection 
coefficients D(Z) and D*(l) which determines the 5 
matrix 

5 =D(l)/D*(l) = exp[2i<i(l») (11.1) 

and the scattering phase shift which is equal to our 
quantity 6(Z) of Eq. (7.2). Since in case of the scattering 
problem (3= IJ./k is real and positive, the expressions 
(6.18) for the connection coefficients converge without 
any further restriction on {3. That they do not converge 
for {3= 0 is related to the well-known pathology of the 
Coulomb scattering problem. Furthermore we note that 
the expressions for the connection coefficients, which 
appear as expansions in powers of G =g/k, converge for 
arbitrarily large coupling constants g (if Igl <00) or 
arbitrarily small momenta k > O. Since we have I(L) 
= 1 if fj is real and Re (L) ;:. 0, it follows from the esti
mate (6. 14n) and Eq. (6.13) that, for Re(l);:. 0, the rate 
of (absolute) convergence is comparable to the rate of 
(absolute) convergence of the expansion of the exponen
tial function 

exp(G/!3) =exp(g//.t} = 1 +g/IJ. +(g/IJ.)2/2! +"', 

(11. 2) 

irrespective of the value of k. 

B. First Born approximation 

It might be of interest to see how the well-known 
first Born approximation value of the S matrix is re
produced by our method. Assuming that G is sufficient
ly small we may expand 5 in powers of G and obtain to 
first order in G, using Eqs. (6.13) and (11.1), 

5Bom -1 = G(a~l(Z) - a~l*(Z))/ago(Z) (11.3) 

or, because of Eqs. (502a) and (6. 10e)-(6. 10f), 

5 _1=_Gf
B
<i(T2 +1)-I-l[(T_!3)2+1j ' d T o (11.4) 

Born 8-/ 

Since this integral appeared already in Sec. 10, we ob
tain immediately, by means of Eq. (10.9), 
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5Bom -1 = - G(i/2)(4/ (32)1+1 [r(l + 1) r(l + 1 )/r(21 +2») 

x 2F 1(1 +1, 1 +1; 21 +2; -4/(32). (11.5) 

USing a suitable transformation formula for the 
hypergeometric function we may express this result as 
a Legendre function of the second kind, 

5Born-1=-iGQ,(1 +(32/2), (11.6) 

which, by means of a table of integrals of Bessel func
tions, 7 can be represented by an integral 

5Bom - 1 = - 2iG fo~ (j I(Z»)2 z exp(- (3 z) dz, (11. 7) 

so that finally the familiar first Born approximation 
result 

SBom -1 = 2ik fo~ (j l(kr»2 [- grexp(- IJ.r)jdr 

is obtained. 

(11.8) 

According to Eqs. (11.5) or (11.6), the first Born 
approximation value of the 5 matrix diverges when 
(3- ±2i, that is when k- ±1J./(2i). This fact is related 
to the appearance of logarithmic terms in the asymptotic 
behavior of the wavefunction as explained in Sec. 10. 

A more extended discussion of potential scattering or 
of the bound state problem is beyond the scope of the 
present paper 0 
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An infinite number of conservation laws for coupled 
nonlinear evolution equations 

Richard Haberman 

Department of Mathematics, Rutgers University, New Brunswick, New Jersey 08903 
(Received 12 July 1976; revised manuscript received 27 August 1976) 

The n-dimensional Zakharov-8habat eigenvalue problem and the corresponding time dependency of the 
vector eigenfunctions are considered. It is known that certain coupled systems of nonlinear partial 
differential equations are equivalent to the time invariance of the spectrum. Here, for any such coupled 
system, an infinite sequence of conservation laws is explicitly derived. As an example, this result is applied 
to the equations describing three resonantly interacting nonlinear wave envelopes. 

1. INTRODUCTION 

The inverse-scattering transform method was first 
discovered by Gardner, Greene, Kruskal, and Miura1,2 

in their now classic investigation of the Korteweg-de 
Vries equation. The method involves showing that a non
linear evolution equation is equivalent to the consistency 
of a time-invariant linear eigenvalue problem (which, 
for the Korteweg-de Vries equation, was the Schrodinger 
eigenvalue problem) and a linear equation for the time 
evolution of the eigenfunction. Zakharov and ShabatS 

(based on some ideas of Lax') considered an eigenvalue 
problem consisting of two coupled first order differen
tial equations, enabling them to analyze the cubic non
linear SchrOdinger equation. Subsequently, by utilizing 
the Zakharov-Shabat eigenvalue problem, Ablowitz, 
Kaup, Newell, and Segur5. 6 generated a wide class of 
nonlinear partial differential equations. The coupled 
equations of a nonlinearly interacting resonant triad of 
wave envelopes were analyzed by Zakharov and Mana
kov1 using the inverse-scattering method. This moti
vated Ablowitz and Haberman8 to consider the eigen
values I; of the following system of differential equations: 

av =iI;DV+NV 
ax ' (1.1) 

where appropriate homogeneous boundary conditions are 
prescribed (for example, V is bounded as x-±oo). 
The time dependency of the n-dimensional eigenfunction 
V is chosen such that 

av 
Tt=QV, (1.2) 

where D, N, and Q are nXn matrices (we assume N" 
= 0 and D is constant and diagonal). The conSistency of 
(1.1) and (1.2) and the time invariance of the eigenvalues 
imply that the generalized potentials N evolve according 
to a system of nonlinear partial differential equations. 
This incorporates the previously obtained results. 

One of the fundamental properties of the nonlinear 
partial differential equations which have been analyzed 
by this inverse- scattering method is that they have an 
infinite sequence of conservation laws. This has been 
shown by a variety of different methods for all the equa
tions which correspond to a second order spectral prob
lem. Here we will show this for any system of nonlinear 
partial differential equations which correspond to (1.1) 
and (1.2). 
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2. CONSERVATION LAWS 

We show that (for each i) an infinite number of con
servation laws all follow from the rather trivial conser
vation law, 

:x ~t (In Vu ~ =:t [~x (In Vu ~ 
or (2.1) 

..!. ,-aVu/at) =..£../avu/ax) , 
ax \ Vu at \ V" 

where V~, is the kth component of the ith linearly inde
pendent eigenvector V<n (i = 1, ... ,n). 

By using (1.1) and (1.2), the latter form of (2.1) 
becomes 

..!.~\ =1.(4 ANUV.,) • 
ax \ --v;;-J at V" 

This suggests that the matrix r be introduced, equal to 
the ratio of the components of an eigenvector 

r/r,l!V~,/V" (ru E 1). 

Thus 

a: (pQ,~r~,) = :t (pNnrlr,) • (2.2) 

We obtain an infinite number of conservation laws by 
considering the asymptotic expansion of the eigenfunc
tions as I; - 00. This idea was first developed by Gardner, 
Greene, Kruskal, and Miura. 2,9 However, our approach 
here generalizes to n Xn systems the method used for 
2 x 2 systems by Konno, Sanuki, Ichikawa, and 
Wadati. 10- 12 Using the Liouville-Green expansion for 
large ~ of (1.1) (see Appendix), the leading order asymp
totic behavior as I; - QO of V/r' is 

V~, =A,(~, t) exp(ii;d,x)[6,/r + 0(1/1;)], 

if the ith eigenvector is chosen in an appropriate manner. 
In this way we see that 

r~, =0(1/1;) for k*i. (2.3) 

Although the asymptotic expansion of V~, is often easier, 
involving linear equations (see the Appendix), the asymp
totic expansion of r. f is needed and will be calculated 
shortly. In fact, since Q is assumed to be known as a 
function of I; and N, the asymptotic expanSion of r"f 
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yields, directly from (2.2). an infinite sequence of con
servation laws. 

We now obtain the asymptotic expansion of r kI without 
dividing two asymptotic expansions. Using (1.1) and the 
definition of r ki yields 

~ ru =i!::(d" - d,)rki + 2::; (N"m r m, - rklNhnr mil. (2.4) 
vX m 

The differential equation for r Ili contains quadratic non
lineariUes of the Riccatti type (rather than being linear 
as are the equations for VA)' For kif-i, 

r _(01 DX)r III - Im(Nllmr ml - r kiNlmr ml) 

kI - i!::(dk - d,) (2.5) 

The asymptotic expansion of r", for kif-i, 

_ r~p r~p 
r kl + [ 12 + ... i!;(dk-d,) i!;(dk-d,) 

rIp) 
='0. kl 

p-1 [tl;(d" - ddf" 
(2.6) 

can be explicitly determined after substituting (2.6) into 
(2.5). Recalling (2.3), we see 

r (2) 0 '" N 
kl = - -;- N", + LJNkm m" 

aX m 
(2.7) 

A recursive formula is easily obtained; 

(2.8) 

where the last term is to be ignored for p = 1. One notes 
that part of the conserved quantity, L:"*INfkr~t)/[i(dk 
- d,)1!>, is a (p + l)-degree polynomial in the generalized 
potentials N (the rest, of lower degree, depends also on 
derivatives of N). 

3. THREE·WAVE INTERACTIONS 

As an example, we will determine the infinite se
quences of conservation laws for the three-wave inter
action equations. By cross differentiation of (1, 1) and 
(1. 2), Ablowitz and Haberman8 showed that 

(3.1) 

implies that the generalized potentials evolve according 
to 

a a ~ 
"'t Nlj = a'J;- No + LJ (a lk - a",)NtkN"J' 
(.I (.IX Il*'. J 

(3,2) 

where, for Uk, a 1/. = (c,-ck)/i(dl-d,,). [Theseequa
tions, (3.2), represent a resonant triad of interacting 
waves if we discuss 3 X3 matrices and if N,,,=(JJIlN"t, 
for j > k with (JilJ,,,:co - (Jjll for i > j > k. This result is 
equivalent to the work of Zakharov and Manakov. 1 The 
conservation laws can be derived without these limita
tions, however.] 

By substituting (3.1) into (2.2), using asymptotic ex
pansion (2.6), we determine that the leading order non
zero term is O(l/l:) and 
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= a~ C~ erlkNlk (dkrif~,)p] (3.3) 

For each i (for three-wave interactions i=1,2,3). (3.3) 
is the prescription for an infinite sequence of conserva
tion laws (P=I,2, ... ,ao). The quantity 2: __ INlkrWI 
(d_ - df )' is conserved and its flux is 2: __ fer f_ N1krWI 
(dR - d,)P. Taking p = 1 in (3.3) and using (2.7) yields 

(3.4) 

If we discuss triad interacting wave envelopes and thus 
let 

then (3.4) becomes 

(3.5) 

A similar expression follows for i=2 and i=3. How
ever, the result for i = 3 is just a linear combination of 
the conservation laws which occur for i = 1 and i = 2, 
These "energy-sharing" conservation laws are well 
known. and can be verified (with some care) directly 
from (3.2). Further conservation laws can be derived 
using the result of Sec. 2. 

APPENDIX: LIOUVILLE-GREEN ASYMPTOTIC 
EXPANSION FOR LINEAR SYSTEMS WITH A 
LARGE PARAMETER 

Let us consider the asymptotic expansions for large 
t of the eigenvectors V given by (10 1). Although the 
Li0uville-Green method is well known (for example, 
see Coddington and Levinson13 or Nayfeh14

), we rederive 
the re sult so as to be clear. Define VW as the eigen
vector whose kth component, VkP is asymptotically pro
portional to exp(i~dlx) for large 1;. Thus let 

Then from (1.1), Wid satisfies 

. a 
zl;(dk - dl ) Wkl = -;;- Wkl - 6 Nkm W mi' 

uX m 

The asymptotic expansion of W .. l follows by the substitu
tion of 

~(1l ~(2) 

w_,-W:?)+~+~+ .... 

The O(t) equation 
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implies that 

where usually we think of Ai depending only on x. Here 
Ai also depends on both ~ and t {for example, the time 
dependence determined via (1. 2) could imply A2 
= exp(i?;3t». By considering the next order equation, 
0(1), the x dependence of A, may be obtained: 

where wi(j> = 0, because wH) * 0 is equivalent to the in
troduction in Ai of 0(1/~) term. In a Similar way, the 
higher order terms may be directly calculated. Note that 
the equations for W~1) will be linear. From these results 
we see that 

Vki =Ai(~' t) exp(i~d,x)[6u + O(l/~)]. 

By considering the variables r",:= V",/Vu , the as yet 
unknown expression A,(t, t) will be of no importance. 
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